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PREFACE

The Sixteenth Annual Space Control Conference sponsored by ESC and co-hosted by

MIT Lincoln Laboratory and the AF Research Laboratory was held on 14, 15 and 16 April 1998.

The purpose of this series of conferences is to provide a forum for the presentation and
discussion of space control issues.

This Proceedings documents those presentations from this conference that were received
in time for pre-conference publication. The papers contained were reproduced directly from
copies supplied by their authors (with minor mechanical changes where necessary). It is hoped
that this publication will enhance the utility of the conference.

Dr. Lee B. Spence
Editor
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Space Observation Network Study (SONS)

T. E. Payne, D. M. Payne, C. E. Tuttle (Schafer Corp.); D. E. Briscoe, G. B. Masten (Logicon RDA); J. A.
Beaird, M. Enoch (Space Applications Corp.), D. Mosley (Air Force Research Laboratory)

Introduction

This study provided analyses for an augmentation of GEODSS by a ground-based small telescope
network and for a space-based space surveillance system and was separated into these two tasks. The
analyses conducted in this study built upon the work that was done previously by the Optical Network
Mission Study (ONMS). [1]

This study supported evaluations of potential, alternative concepts for meeting Air Force Space Command
(AFSPC) Space Surveillance metrics and SOl needs in high earth orbit (HEO) in the case of the ground-
based small telescope augmentation task, and for meeting metrics needs in both HEO and low earth orbit
(LEO) in the case of the space-based optical sensor task. Both tasks used the following as a baseline; the
current Space Surveillance Requirements Document (SSRD) dated 10 July 1997, the 1996 AFSPC Space
Control Mission Area Plan (MAP), and the draft USSPACECOM Space Control Mission Needs Statement
(MNS). These tasks also used the battlespace projection document prepared by the ONMS which
describes the space population of objects which must be detected, tracked, catalogued, and characterized
by the space surveillance force structure.

Both tasks, the Ground-based Small Telescope Augmentation Study and the Space-based Study, were
separated into four principle elements: 1) Identify the current requirements, operational tasks, measures
of effectiveness (MOEs)/measures of perfformance(MOPs), and the battlespace objects and their
characteristics that must be tracked for space surveillance; 2) Develop generic sensor concepts consisting
of optical telescopes, detectors, associated hardware and software, and operations concepts; 3) Analyze
the performance of the resulting multiple sensor network in the context of the requirements and
battlespace projections; 4) Provide costing in accordance with an approved work breakdown structure
(WBS) for each task, a ground-based network and a space-based network.

The HEO popuiation was projected into the future using linear analysis. This analysis was performed as
part of the ONMS. Figure 1 illustrates the population growth.
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Figure 1. HEO Population Growth

Ground-based Small Telescope Augmentation Stud

Battlespace Characterization

The objective of this task was to determine the number, placement, and cost of small telescopes (STs)
needed to augment GEODSS in order to meet the Deep Space (HEO) surveillance requirements (metrics
and SOl for the next 25 years. The number and placement of the STs is dependent, not only on the
number and growth of the total objects to surveil, but in the case of geosynchronous earth orbit (GEO)
objects, the number and growth of the objects located above the various longitudes. The current
longitudinal distribution of operational spacecraft was used for today’s distribution. information supplied to
the International Frequency Registration Board by the International Telecommunications Union contained



longitude slots that have been filed for future use. This was used as the future distribution. Figure 2 shows
both distributions.
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g 8
o ®

Another aspect to characterization is how bright the objects are. The ST network must be able to detect
these objects with short integration times. The Deep Space Optical Catalog that was developed by John
V. Lambert (Boeing North American - Space Operations Center) was used as a baseline for the
brightnesses of the HEO objects.[2] The mean brightness of this catalog is 14 apparent visual
magnitudes. The brightness distribution was assumed constant over the next 25 years.
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Figure 3. HEO Brightness Catalog
GEODSS Operations
Today, GEODSS provides metrics and SO! data on the HEO population (Deep Space). Two alternative
operation modes were analyzed for GEODSS in this study. First, GEODSS would provide metrics and
SOI. GEODSS's primary function would be to provide the SOI data (since GEODSS telescopes have
larger aperture sizes and thus more sensitivity), with the remaining capabilities available for metrics
tasking. Then, the STs would complete the remaining metrics tasking. Second, GEODSS would provide
SOl data only. In this case, the small telescopes would provide all the metrics data.

Surveillance Strategies

Two different surveillance strategies were examined in this study. The first is a “task-track” strategy similar
to today’s. Each site is tasked by the Space Control Center (SCC) for data on specific objects. In this
case, the number of tracks performed by the ST network is dependent on the tasking. GEODSS could
operate in either mode described above.



The second strategy examined was “step-stare”. This strategy entails a network of STs to stare at a
certain section of sky by “stepping” through it during the night. In this case, each staring telescope
provides data on all the objects that pass through the telescope’s surveillance area. Therefore, the
number of tracks performed by a network of staring telescopes is independent of tasking, similar to fence
radar. In this case, the stare network would provide data on all of the objects that were available to it.
Therefore, a stare network is not conducive to augmenting GEODSS metrics tasking. However, a tasked
network of telescopes, either GEODSS or task-track STs, could augment a stare network.

Force Structure Assumptions

General force structure assumptions were 1) the small telescopes would be co-located with GEODSS
sites. This assumption made the cost section of this study simpler and cheaper; and 2) the unavailability of
each ST due to equipment failure, etc. would be 10%. This is lower than for existing telescopes in the
network today because the STs would be constructed using newer and presumably more reliable
technology.

The 25 year time span was examined at two points: 2007 and 2023. At each time period, the following
upgrades and modifications were assumed to take place. These were based on planned and programmed
improvements to the Space Surveillance Network (SSN). Where information was uncertain or unavailable,
improvements and modifications were suggested based on an analysis of the SSN. Tables 1 and 2 list the
assumptions made at the 2007 timeframe and the 2023 timeframe.

Table 1. 2007 Force Structure Assumptrons

85 A: Ops avallabmty due to O&M upgrades

82% Weather availability due to installation of Exclusion Zone Sensors (EZS).
GMP in place.

HEO capability at Ascension and HAVE STARE.

CCDs on all telescopes.

Spain site operational.

All other current SSN capabilities are retained.

Table 2 2023 Force Structure Assumptlons

GEODSS auxs converted to mains.
Western Australia GEODSS site operational.
All previous SSN capabilities are retained.

Small Telescope Design

Four generic STs were designed to meet the objective of measuring a population of objects with the
characteristics that were delineated in the Battlespace Characterization section above and with the
restrictions of a ground-based system (mainly, atmospheric distortion). Design trades were made on
aperture size and field of view. The detector characteristics were designed to match the field of view and
spot size. The aperture size was designed to obtain a SNR of 10 at visual magnitude of 17 in a 1 second
integration. The details of the four designs are in Figure 4. Point design B was recommended for a task-
track telescope because point design A could not meet the tracking speed requirements. For step-stare,
point design D was recommended since it had the larger field of view.

Design Point A Design Point B Design Point C  Design PointD

Telescope COTS COTS Custom 1 Custom 2
Gimbal COTS Custom Custom Custom
Detector COTS COTS COTS Custom
Computer . COTS _COTS ....Cots  Custom

COTS = Commercial, Off-The-Shelf




COTS Custom 1 Custom 2
Telescope o 12° FOV e 2°FOV e 4°FOV
o 40-cm aperture e 40-cm aperture e 40-cm aperture
o <A/10at0.6pum e edgeoffield corrected to 70% of center o  edge of field corrected to 70% of center

R — COTS : o Custom
Gimbal e 10 urad jitter (1 — 1000 Hz) e 5 prad jitter (1 — 1000 Hz)
e 50 prad/min Sidereal rate error (Sidereal rate e 5 prad/min Sidereal rate error
only -- unsuited for object tracking) o 10 prad/sec tracking rate error
¢ 200 prad Stationary pointing accuracy o 10 prad Stationary pointing accuracy

COTS Custom

Detector ® 2048 x 2048, single-point correction o 4096 x 4096, two-point correction, multi-port
e 12-16bit e 12-16bit
* 4 fps readout with < 20-¢” read noise e 4 fpsreadout with < 20-¢” read noise

. COTS : Custom

Computer e Star cal, sidereal, data reduction e Star cal,, sidereal/track, data reduction
o PCI/VME Multi-processor e PCI/VME Multi-processor
e IRIG/GPS timing o IRIG/GPS timing
e More ports to handle multi-port FPA

Figure 4. Small Telescope Generic Designs.

Task-Track Surveillance Network

In order to meet the HEO metrics requirements with a network of small telescopes, 1) an estimation of the
number of tracks per day' per ST, and 2) determination of the number of STs at each GEODSS site,
needed to be made. The tracks per day for a single ST was estimated to be 398. This was calculated
assuming the average available observing period was 8 hours over the course of a year and the time to
track is the following:

o = St nn Ftaow F hoge 1,0 ) Where

intcgration sk uire process
Lo = 178€C,
integration
t,., =5sec,
L=t =2sec.
acquire process

The resulting total number of STs are shown in the following figures for the two operational modes. The
distribution of STs by longitude was accomplished by using the total number of tracks per day required in
each longitude region and dividing it by the number of tracks per day per ST yielding the number of STs
needed to meet the requirements in that longitude region for that timeframe. For each longitude region,
the number of STs deployed at a GEODSS site was calculated by weighting each GEODSS site’s
coverage of that longitude region. Figure 5 shows the force structure for both operational modes. Table 3
lists the total number of STs needed.

! A track is defined as 5 individual observations.
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Figure 5. Small Telescopes Needed to Meet HEO (Metrics and SOI) Requirements. (Task-Track)

GEODSS - Metrics and SOI
2007 16 20
2023 24 33

Step-Stare Surveillance Network

The objective of a stare network is to surveil Deep Space rather than track known objects. Over time this
subtle difference from task-track would lead to an improved knowledge of the number of objects that are
in Deep Space. By virtue of the fact that the position of more than one object can be measured with only
one observation, the step-stare surveillance strategy is expected to be less sensitive to increases in the
object population. Therefore, increases in the number of STs due to object population increases would not
be expected.

Since a step-stare surveillance strategy is not an operational concept, the first task was to determine the
strategy itself. Surveillance of the entire sky at each GEODSS site with a 20° elevation restriction would
yield 13,570 square degrees to cover several times each night in order to get the 5 observations per
object that define a track. This kind of strategy would raise several technical challenges that were beyond
the scope of this study. The approach was therefore taken to 1) determine if high density regions of the
sky over a GEODSS site existed where most of the HEO objects would be observable, and 2) then
concentrate on developing a step-stare strategy in these regions to ensure that objects which entered
these regions did not leave them without being observed at least once.

An analysis of the HEO objects® resulted in 2 well-defined regions: 1) the equatorial belt which contained
the GEOs, and 2) a northerly (+60°) belt which contained the elliptical earth orbit (EEQO) objects. The EEOs
have periods ranging from .9 to 2.1 revs/day and eccentricities greater than .2. Other HEO objects,
medium earth orbit (MEO) objects (revs/day less than 2.1 and eccentricities less than .2) and beyond
GEO objects (periods less than .9 revs/day) were found to be uniformly distributed across the sky,
therefore not lending themselves to a step-stare surveillance strategy. To ensure coverage of all HEO
objects cost-effectively, it was proposed that a tracking ST be deployed at each site to track these objects
in the low density areas. Another alternative is to utilize GEODSS’s remaining capacity to track these
objects.

The proposed step-stare strategy was based on the idea of dedicating each ST to a specific surveillance
area. The strategy entails conducting a parametric analysis to determine an optimal telescope surveillance
area (TSA) size that guarantees an observation of all objects that pass through that TSA. The constraints
on defining a TSA were that the TSAs be contiguous and rectangular.

2 An in-house code (Orbital Propagation Analysis Software - OPAS) was developed in order to perform this analysis
and the analyses performed for the Space-based Study.




The ST stare network was determined from the OPAS simulations using the current catalog.®
Improvements could be made in the optimization algorithm that creates the TSAs and these
improvements would decrease the number of STs needed. Although at some sites, remaining capacity
exists after meeting the SOI requirements, this is not the case at other sites, nor is it projected to be true
in the future at all sites. Therefore, the conservative approach of adding a tracking ST at all sites was
taken. Figure 6 shows the ST network force structure. Table 4 lists the total number of STs and the type
needed in each timeframe.

Small Telescope Force Structure (2007) Small Telescope Force Structure (2023)

0 Option B-Track
M Option D-Stare

Option B-Track
W Option D-Stare

Number of Smali
Telescopes
O = N W~ OO

Number of Small
Telescopes
O = N W s~ 00O

Diego Maui Socorro  Moron W, Aust Diego Mavi Socorro  Moron  W. Aust

Deployment Location Deployment Location

Figure 6. Small Telescopes Needed to Meet HEO (Metrics and SOIl) Requirements. (Step-Stare)

Table 4. Total Number of Small Telescoe

Y

Track STs
2007 4 22
2023 5 26

Conclusions

An augmentation of GEODSS by a network of small telescopes could enable the SSN to meet the HEO
requirements for metrics and SOl as currently stated in the requirements documents. In order to meet
these requirements, a significant number of STs would be needed. However, the step-stare strategy of
meeting the HEO metrics requirements shows promise to reduce the number of telescopes needed. More
analysis would have to be done on the TSA concept in order to better optimize the staring telescopes.
Note that if force structure decisions are made that decrease the overall HEO capability of the SSN, more
STs would be needed than are suggested in this study. Finally, it is the recommendation of this study that
step-stare is a better concept of operations than task-track for the future because 1) step-stare is better
suited to address the task of tracking “all man-made objects in space”, and 2) a constant number of STs
can perform the mission on a growing battlespace population.

Space-based Study

Battlespace Characterization

The objective of this task was to determine the number, orbit, and cost of space-based telescopes needed
to meet the Near Earth (LEO) and Deep Space (HEO) surveillance requirements (metrics) for the next 25
years. The analysis performed with OPAS utilized the orbital distribution of the current catalog. It was
assumed, as in the ground-based study, that the distribution would not change significantly, but increase
in numbers proportionately as in Figure 1. An important characteristic of the battlespace for a space-
based system is the distribution of altitudes of the objects. This attribute aided in the sensor orbit altitude
determination. Figure 6 shows the altitude distribution of the current catalog.

3 Since the number of stare STs needed is not dependent on the number of objects nor the projected number of
objects for the next 25 years, using the current catalog does not limit the analysis.
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Figure 6. Distribution of Altitudes for the Current Catalog.

Figure 7 shows the orbital inclination distribution of the current catalog. Orbital inclination was a key
consideration when determining the orbital inclination of the space-based surveillance sensor network.

HISTOGRAM OF HEOs HISTOGRAM OF LEOs

NUMBER OF SATELLITES
NUMBER OF SATELLITES

INCLINATION (DEGREES)

Figure 7. Orbital Inclination Distributions of the Current Catalog.

As in the ground-based study, the object brightnesses (in this case, both LEOs and HEOs) were a driver
in the sensor design. The Deep Space Optical Catalog (DSOC) used in the previous study was adjusted
to be applicable for the space-based sensors*. However, no such catalog exists for Near Earth objects.
Therefore, an estimation of the brightness distribution was developed using the radar cross-section to
visual magnitude conversion developed for the DSOC and this distribution was scaled based on visual
magnitude measurements of LEO objects made from Maui.[3] Figure 8 shows the resulting brightness
distribution estimate for LEOs. The mean average visual magnitude is 12. The uncertainty in the bias of
this distribution is about 2 magnitudes over the detector response due to 1) errors in scaling the bias from
the small optical data sample, 2) brightness variations of satellites with wavelength, and 3) possible earth
penumbral effects on optical data. This distribution was also adjusted to take into account the range from
a space-based sensor to the object.

4 DSOC is a distribution of apparent magnitudes which contains the range information. Since the telescopes are no
longer on the ground, the magnitudes were adjusted for range in the usual way.
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Concept of Operations

The Satellite Control Network (SCN) was proposed for up and down links between the ground-based
Space Operations Center (SOC) at Edwards AFB and the space-based network. The use of the SCN puts
constraints on the amount of data that can be downloaded in a timely fashion, so on-board processing is a
necessity. The demands on the space-based processors were analyzed and it was found that the
requirements were within the capabilities of space-hardened hardware that is already in use. The SOC
would be the intermediary between the space-based network and the Space Control Center (SCC), both
tasking the network (with direction from the SCC) and processing the data (with the processed data going
to the SCC).

Design and Analysis Approach

In the case of space-based systems, the telescope volume and mass drive the spacecraft design and the
launch vehicle choice. OPAS was used to determine the impact of a reduced aperture size since this
drives the mass. Another factor that drives the launch vehicle is the orbit. Orbit determination was based
on an analysis using OPAS of the catalog population and tria! orbits. The design and analysis phase was,
therefore, an iterative process which determined 1) the most favorable orbit, 2) an optimal aperture size,
and 3) the size of the space-based constellation. The performance of the resulting network was then
compared with the required tracks per day for LEO and HEO metrics using OPAS.

Space-based Sensor Design

The process of developing the point design was driven heavily by the resident space object (RSO)
attributes: brightness, range, and the relative velocity between the space-based sensor network and the
RSOs. The sensor design process used these parameters to determine aperture, optical design, and
processing algorithms. The resulting point design was a balanced choice between performance and
launch cost. Table 5 contains the details of the space-based sensor point design.

Table 5. Space-based Optical Payload Point Design

Diameter 25cm
FOV 3¥x6°
IFOV ~25 prad
Detector (2) 2k x 2k
Design Three Mirror Anastigmat
Mass 57 kg
Volume 0.65m®
Earth Exclusion Angle <5°
Sun Exclusion TBD
Not Diffraction Limited

Space-based Space Surveillance Network



Analysis was performed using OPAS to determine three space-based network characteristics: 1) the most
favorable orbit, 2) an optimal aperture size, and 3) the size of the space-based constellation. Initially, an
analytical approach was used to narrow the range of possible orbits. Then, a 48 sensor constellation was
chosen which contained 6 differently inclined orbital planes with 4 sensors in each plane at 2 different
altitudes for the OPAS simulation. The distributions of angular rates and SNR for the entire constellation
were analyzed to provide feedback to the design process. From an analysis of these results, the orbital
parameters listed in Table 6 were recommended.

Table 6. Recommended Space-based Network Orbit.

Altitude 1000 km
Inclination ~90°
Sun Synchronicity Yes

Second, the optimal aperture size was determined from an analysis of these same results. The range of
the aperture size for a network with this type of orbit was between 15 and 40 cm. A 25 cm aperture was
chosen because 1) it has more sensitivity than a 15 cm aperture, and 2) it has less mass than a 40 cm.

The reduction in aperture size from 40 cm to 25 cm meant a substantial reduction in launch costs.

Third, the resulting analysis determined the number of spacecraft in the space-based network.
Performance degradation could be exchanged for fewer spacecraft, but 4 spacecraft was recommended
as the network size. A constellation of these 4 space-based sensors performed the mission at 91% of a
48 sensor constellation.

Finally, the number of possible tracks per day of the space-based network was estimated from the total
number of observation opportunities of the network in a 24 hour period. This parameter was output by
OPAS using the field of regard of each sensor in the constellation. One track was equated to 5
observation opportunities. The resulting number of possible tracks per day was over 100,000 with a 4
sensor constellation. This exceeds the projected required tracks per day for LEO and HEO metrics over
the next 25 years. However, these are only possible tracks per day. A concept of operations for tasking
and data processing would have to be included for a more complete analysis which would yield a more
realistic number of tracks per day. Thus, it becomes apparent that the limiting factors in the performance
of a space-based system are 1) the frequency of tasking, 2) the on-board data storage capacity and data
reduction ability, and 3) the sensor field of view.

The final recommended spacecraft description is shown in Figure 7.

Subsystem Mass Power |Comment
(kg) (W)
Structure 100 0
Power 250 100 12 m? Solar Panel Area
and (50 kqg)Batteries
Proputsion 30 20 Propellant TBD
Communications 20 40 AFSCN/SGLS Compatible
1 Mbps Downlink
Command and 10 25
Data Handling
Guidance, 115 225 3-Axis Stabilized: 4
Navigation and Reaction Wheels, 3
Control Magnetic Torquers, 6 Sun
Sensors, GPS & Payload
{
« Thermal 30 25
Optical Sensor 180 (TMA) 225
Payload
Total Dry Weight 705 (TMA) | 710 Spacecraft without
propellant
Loaded Weight 895 (TMA) {710 Spacecraft with
propellant
Boosted Weight 930 (TMA) |710 Spacecraft with
propellant and launch
vehicle i
Launch Vehicle Taurus XLS

Figure 7. Space-based Space Surveillance Spacecraft Parameters.




Conclusions

A space-based network of optical telescopes could meet the LEO and HEO metrics requirements as
currently stated in the requirements documents. In order to deploy a space-based network, a significant
monetary investment would be needed. It was recommended that a constellation of 4 spacecraft with a
sensor payload consisting of a 25 cm three mirror anastigmat constitute the space-based network. This
network choice minimized cost, yet minimized the negative impact on performance that was accrued from
a 25 cm aperture and a constellation size of 4. More development and analysis would have to be done on
a tasking/data processing/tracking concept in order to better characterize the performance capabilities of
the space-based network.
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Tasking and Maintenance of Deep-Space Satellites
J. G. Miller (The MITRE Corporation)

The Space Surveillance Network (SSN) has excess capacity to maintain orbital element sets on
near-earth satellites because of the large capacity of several phased-array radars and the Naval
Space Command (NAVSPACECOM) fence. These near-earth sensors are also large contributors
in tracking deep-space satellites (period greater than 225 minutes) in highly eccentric orbits. Those
satellites are within range of these sensors near perigee. Deep-space satellites with perigee too high
to be tracked by the near-earth sensors must be tasked to the deep-space sensors in the SSN.
Deep-space sensors include mechanical radars Millstone and ALTAIR; the Eglin phased-array
radar; three Ground-based Electro-Optical Deep Space Surveillance (GEODSS) optical sites,
Socorro, Maui, and Diego Garcia; the Maui Space Surveillance System (MSSS) optical site; and
two RF passive sensors, Feltwell and Misawa. These sensors must be utilized efficiently to
maintain orbital element sets on deep-space satellites and to meet operational requirements.

The Space Surveillance Performance Analysis Tool (SSPAT) was used to analyze the tasking and
catalog maintenance of deep-space satellites. Figure 1 shows the number of untasked deep-space
satellites each day in 1997 by the Space Defense Operations Center (SPADOC) due to a lack of
deep-space sensor resources. Except for the occasional spikes, the daily number of untasked deep-
space satellites is between approximately 250 and 400. On 1 December 1997, there were 2574
deep-space satellites in the SPADOC active satellite file, including 1666 cataloged satellites and 908
analyst satellites. Cataloged satellites which have decayed are moved to the inactive satellite file,
and analyst satellites which have decayed or become lost are deleted. Lost cataloged satellites
remain in the active satellite file. The SPADOC tasking function automatically sets the lost flag for
those satellites whose epoch age exceeds the lost threshold in its tasking group. By design, lost
satellites are not tasked by SPADOC to the SSN and are not included in Figure 1. The satellites in
Figure 1 would have been tasked by SPADOC to the SSN if it had sufficient deep-space capacity.
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Figure 1. Untasked Deep-Space Satellites




Each sensor’s daily track capacity is specified in its sensor tasking record in SPADOC, and the
automatic tasking function tasks satellites to a sensor up to its track capacity. The SSN does not
have sufficient capacity to track every deep-space satellite each day. This is particularly true for the
geosynchronous belt because of the sensor sites’ lack of global coverage. Fortunately, deep-space
satellites with perigee above the atmosphere do not experience atmospheric drag, and hence do not
need to be tracked every day to maintain good element sets. Dead payloads and rocket bodies in
these types of orbits can be easily maintained if they are tracked only once a week. Active
payloads that can maneuver must be tracked more frequently or they may become lost after a
maneuver. The SPADOC tasking function attempts to automatically manage the sensor resources
to meet the routine catalog maintenance needs of low interest deep-space satellites and to satisfy
mission requirements for active deep-space payloads. The satellites in Figure 1 are low interest
satellites that do not need to be tracked every day for routine catalog maintenance. SPADOC
automatically decides which of these satellites needs tasking based on the epoch age of the satellite
and the epoch adjustment threshold in the satellite’s tasking group. A tasking group is a set of
control parameters, which the user defines, to control the automatic tasking of a group of related
satellites.

The number of lost deep-space cataloged satellites each day in 1997 is shown in Figure 2. There
are two definitions of lost satellite, one defined by the SPADOC sensor tasking function and one
defined by historical precedence. The sensor tasking function uses the lost threshold in the tasking
groups, and this number varies by tasking group. SPADOC will not continue to task a lost satellite
based on this definition of lost. Before SPADOC existed, the lost threshold was 30 days for all
satellites. This historical definition of a lost satellite continues to be used in reporting performance
metrics, even for SPADOC. To be consistent with these performance metrics, the definition of lost
used in Figure 2 is the 30-day threshold. A newly lost satellite (defined arbitrarily for this paper)
has an epoch age greater than or equal to 30 days and less than 90 days. A long term lost satellite
has an epoch age greater than or equal to 90 days.
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Figure 2. Lost Deep-Space Cataloged Satellites
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Beginning in April 1997, the 1st Command and Control Squadron (1CACS) started a manually
intensive effort to find lost satellites by attempting to correlate observations in SPADOC’s
unassociated observations (UOBS) file with element sets of lost satellites. Uncorrelated tracks
(UCTs) from the SSN are routed to the UOBS file if SPADOC cannot correlate the UCT with a
known satellite. From Figure 2 it is evident that ICACS reduced the deep-space lost list to its
lowest number in 1997 by this effort. The number of newly lost satellites was reduced rather
quickly and remained low during the month of April. These lost satellites were easier to find. The
number of long term lost satellites slowly declined during April. Due to manning constraints,
1CACS could not continue to expend the manual effort in UCT processing to find lost satellites.
Beginning in May, the number of newly lost deep-space satellites increased rapidly due to the lack
of attention to UCT processing. It is interesting to note that the number of long term lost deep-
space satellites increased rather slowly beginning in May, and at the end of the year had not
reached the level before 1CACS started its manually intensive effort to reduce the lost list.

The number of cataloged satellites on 1 December 1997 in each orbit class covering deep-space
orbits is shown in Figure 3. The number of lost cataloged satellites on 1 December 1997 in these
orbit classes is shown in Figure 4. It is interesting that there are no lost cataloged satellites in orbit
class 51, which covers the circular semi-synchronous orbits. GPS and GLONASS satellites are in
this orbit class. See Figure 5 for the definition of orbit classes. Geosynchronous satellites are in
orbit class 63. This orbit class has the most deep-space satellites and the most lost deep-space
satellites.
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The average epoch age of near-earth cataloged satellites is about 0.4 days. The situation is much
different for deep-space satellites. The average epoch age for 1997 of non-lost cataloged satellites
in each orbit class covering deep-space orbits is shown in Figure 6. Orbit class 63 has the largest
average epoch age, 5.3 days. The average for this orbit class for 1996 was 4.4 days. The
average epoch age for orbit class 63 increased in 1997 because of the closure of the Pirinclik radar
in February 1997. Pirinclik was used to track geosynchronous satellites in the eastern hemisphere.
Figure 7 shows a histogram of the epoch age on 1 December 1997 of cataloged satellites in orbit
class 63. The last bin, 9999, contains the lost cataloged satellites whose epoch age is greater than
or equal to 30 days. The number of satellites in this bin, 48, is the same as the number in orbit
class 63 in Figure 4. The epoch age distribution for orbit class 63 shown in Figure 7 illustrates
how SPADOC maintains smaller epoch ages (less than 2 days) on high interest geosynchronous
satellites than on low interest geosynchronous satellites. Table 1 shows that the observation rate is
higher for high interest geosynchronous satellites than for low interest geosynchronous satellites.
Tasking group 640 contains active geosynchronous payloads of high interest to U. S. Space
Command (USSPACECOM). Satellites in tasking group 640 are tasked at the highest priority.
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- Table 1. Average Number of Observations per Day per Satellite for Nov 1997

Geosynchronous Group Description Average Obs Per Day
| Orbit class 63 All cataloged satellites 3.
| Tasking group 363 Rocket bodies 1.3
| Tasking group 463 Dead payloads 1.4

Tasking group 563 Low interest active payloads 4.0

Tasking group 640 USSPACECOM high interest 8.2

Tasking group 963 1CACS high interest 4.9




Satellites are tasked at categories 1 through 5 with category 1 being the highest priority. Table 2
shows the tasking table for tasking group 463. The rows of the table correspond to categories, and
columns to the level of tasking. The pairs of entries are the desired number of tracks and number
of sensors to task at that category and level. The desired number of sensors may not be the actual
number of tasked sensors due to a lack of sensors with visibility and capacity. The number in
parentheses below the pair of numbers is the number of satellites at that position in the tasking table
on 29 December 1997. The nominal position in the tasking table is row 5 and column 1,
corresponding to 2 tracks from 2 sensors (one track from each sensor). If the SSN had more
deep-space capacity, more of the satellites in this group would be maintained at the nominal
position.

Satellites move away from the nominal position when the epoch adjustment threshold or element
quality threshold is exceeded. Only a few of the satellites in this tasking group are at the nominal
position. Most of the satellites are in column 8. The epoch adjustment threshold for tasking group
463 is 7 days. A satellite’s category will decrease (priority increase) if its epoch age exceeds the
epoch adjustment threshold. This will continue each day until either the element set is updated with
an epoch age less than the epoch adjustment threshold, or the satellite reaches the highest priority
tasking allowed by the populated entries in the tasking table (category 2 in this case). Once a
satellite reaches the top row (category 2) and its epoch age stills exceeds the epoch adjustment
threshold, it will move to the right (column increase) until it reaches the upper right-hand corner of
the table. If the element set is updated with an epoch age less than the epoch adjustment threshold,
the satellite’s priority will decrease (category increase). This will continue each day, as long as the
epoch adjustment threshold is not exceeded, until the lowest priority allowed by the populated
entries in the tasking table is reached (category 5 in this case). Once a satellite reaches the bottom
row (category 5) and its epoch age still does not exceed the epoch adjustment threshold, it will
move to the left (column decrease) until it reaches the nominal position. Thus, each satellite moves
up or down in the tasking table (and left or right if at a category boundary) depending on the epoch
age of its element set. At category 5, a satellite in this group is not likely to be tasked to any sensor
because the total SSN deep-space capacity will fill up with higher priority satellites. The epoch
adjustment threshold of 7 days for this tasking group is correlated with the second local maxima at
6 days in Figure 7.

Table 2. Tasking Table for Tasking Group 463

Cat Coll  Col2  Col3  Col4 Col5 Col6  Col7 Col 8
1
2 2/2 3/3 4/4 5/5 6/6 8/6 10/6 12/6
@) () (39)
3 2/2 3/3 4/4 515 6/6 8/6 10/6 12/6
(1) (3) (36)
4 2/2 3/3 4/4 5/5 6/6 8/6 10/6 12/6
(2) (1) (1) (21)
5 2/2 3/3 4/4 5/5 6/6 8/6 10/6 12/6
(24) (2) (6) ®) (6) ®) (12) (53)

Table 3 show the same information for tasking group 640. The nominal position in the tasking
table is row 2 and column 3. The epoch adjustment threshold for tasking group 640 is 1 day.
More than half of the satellites in this group were tasked at category 2 on 29 December 1997; the
others were tasked at category 1. Satellites whose epoch age exceeds 1 day at the time of the daily
tasking run will be tasked at category 1. Satellites whose epoch age does not exceed 1 day will be
tasked at category 2. The populated entries in this tasking table along with the epoch adjustment
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threshold were defined by the user to obtain high priority tasking on this group of satellites and
maintain element sets with epoch ages less than 2 days.

Table 3. Tasking Table for Tasking Group 640

Cat Col 1l Col 2 Col 3 Col4 Col 5 Col 6 Col 7 Col 8
1 2/2 3/3 4/4
(16)

2 2/2 3/3 4/4

(6) ) (11)
3
4
5

Figure 8 shows the average epoch age of the satellites in tasking group 640 (lower graph with scale
on the left) and the percentage of satellites whose epoch age is less than 2 days (upper graph with
scale on the right). Before Pirinclik closed in February 1997, the average epoch age was generally
less than 1 day, and the percentage of satellites with epoch age less than 2 days was greater than 90
percent. Only row 2 of the tasking table was populated while Pirinclik was operational. After
Pirinclik closed, the statistics in Figure 8 show more variations. Row 1 of the tasking table was
populated after Pirinclik closed to attempt to keep the epoch age of these satellites as small as
possible with the remaining sensors. The variations in the data after Pirinclik closed are attributed
to the unreliable weather at the Diego Garcia GEODSS site.
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Figure 8. Epoch Age Statistics for Tasking Group 640
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Figure 9 shows the average number of tasked sensors per satellite in tasking group 640 (upper
graph) and the average number of sensors per satellite acquiring a tasked satellite (lower graph).
Before Pirinclik closed, the average number of tasked sensors was typically 3 sensors. After
Pirinclik closed, the number dropped to 2 sensors because most of the satellites in tasking group
640 were in Pirinclik’s coverage and were tasked to Pirinclik as one of three sensors. The average
number of sensors acquiring tasked satellites in tasking group 640 has dropped only slightly since
Pirinclik closed due to increased tasking priority by populating row 1 in the tasking table. The user
has attempted to continue to maintain satellites in tasking group 640 with current epoch ages after
Pirinclik closed, at the expense of allowing the average epoch age of low interest geosynchronous
satellites to increase.
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Figure 9. Average Number of Tasked Sensors per Satellite and Average Number
of Sensors Per Satellite Acquiring Satellites in Tasking Group 640

SPADOC treats Maui GEODSS and the MSSS as separate sites for tasking purposes even though
both sites are collocated on top of Mt. Haleakala in Maui and have identical coverage. Each site
receives its own daily tasking message from SPADOC, and each site schedules its multiple
telescopes to respond to the tasking. It has been noticed that a large number of satellites has been
tasked to both sites by SPADOC. This is not the most effective utilization of the sensor resources
at Maui. SSPAT was used to determine response rates on satellites tasked to both sites over an
extended period of time. If a satellite was tasked to both sites more than 30 times, the site with the
lower response rate was excluded from being tasked in the individual satellite tasking record in
SPADOC. The data from SSPAT was written to tape and uploaded to SPADOC to avoid manually
changing hundreds of satellite tasking records. Figure 10 shows the numbers of satellites tasked to
each site and to both sites. The large drops in duplicate tasking on certain days correspond to the
days data was uploaded from SSPAT to SPADOC. As of December 1997, 427 satellites have
been excluded from Maui GEODSS and 938 satellites excluded from MSSS. Analyst satellites
were not considered in this process because they are deleted and the analyst satellite numbers
(SATNOs) are reused for different objects. Since July 1997 a steady state of approximately 150
satellites tasked to both sites has been maintained. Many of these satellites are analyst satellites
created by NAVSPACECOM UCT processing or GEODSS UCT analyst satellites.
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Tasking group 610 contains deep-space satellites whose epoch age exceeds 5 days and whose
perigee is low enough to possibly have a conjunction with the Mir or Shuttle. The collision
avoidance function in SPADOC is run against the whole satellite catalog to find conjunctions with
the Mir, and with the Shuttle when it is up. The purpose of this tasking group is to obtain high
tasking on satellites with potential conjunctions with the Mir or Shuttle, and hopefully update the
old element sets. The tasking group is set up to task each satellite at category 2 to all deep-space
sensors, all phased-array radars, and the NAVSPACECOM fence for every pass. The collision
avoidance function’s accuracy depends on the epoch age of the element sets since propagation
errors grow as a function of time since epoch. The members of this group change daily as
satellites are moved back to their regular tasking group after their elements sets are updated, and
new satellites are added to the group as their epoch ages exceed 5 days. Figure 12 shows the
number of tasked objects and acquired objects in tasking group 610 for each site for November
1997. Figure 13 shows the object response rate (objects acquired divided by objects tasked times
100) for each site. ALTAIR clearly has the highest percentage response rate for November 1997.
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Figure 12. Site Response for Tasking Group 610 for November 1997

In conclusion, 250 to 400 deep-space satellites are not tasked by SPADOC each day because of
insufficient deep-space sensor resources. However, for routine catalog maintenance, it is not
necessary that these satellites be tracked every day. Tasking groups have been defined in
SPADOC to manage the deep-space sensor resources for routine catalog maintenance of low
interest satellites and to meet operational requirements for high interest satellites. Lost objects in
the geosynchronous belt comprise the largest part of the deep-space lost list. Intensive manual
effort in UCT processing reduced the deep-space lost list to its lowest size in 1997, but it began to
grow again when the intensive manual effort subsided. Newly lost deep-space satellites are easier
to recover by manual effort than long term lost satellites. The Space Based Visible (SBV) sensor
may help reduce the long term deep-space lost list when it is added to the SSN in 1998. The SBV
sensor has the unique capability to scan the entire geosynchronous belt.

Closure of the Pirinclik radar in February 1997 has severely reduced the coverage of the
geosynchronous belt in the eastern hemisphere and made it more difficult to maintain current
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Figure 13. Site Response Rate for Tasking Group 610 for November 1997

element sets on high interest satellites in that region of the belt. The loss of Pirinclik has been
mitigated by allowing SPADOC to dynamically adjust the tasking priority of these high interest
satellites based on epoch age. Addition of the Transportable Optical System (TOS) to the SSN in
Moron, Spain in 1998 will increase coverage of the eastern hemisphere.

Duplicate tasking to Maui GEODSS and MSSS has been greatly reduced but not eliminated
through the ability to exclude individual satellites from being tasked to particular sites in SPADOC.
The duplicate tasking problem can be eliminated when the MSSS comes under the control of the
Optical Command, Control and Communications Facility (OC3F). However, the initial operational
capability of the OC3F in 1998 will only control the three GEODSS sites.

The deep-space Mir and Shuttle conjunction tasking group heavily tasks the SSN for objects that

are difficult to track. New techniques that best utilize SSN resources to intelligently search for
these objects need to be developed.
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THE COLLISION VISION PROTOTYPE ASSESSMENT SYSTEM

16" Space Control Conference at MIT Lincoln Laboratory
D.L. Oltrogge, R.G. Gist (The Aerospace Corporation)

Introduction and Background

This paper discusses the background, description, and prototypical application of The Aerospace Corporation’s
“Collision Vision™ prototype system. Collision Avoidance (often referred to as COLA) is the process of determining
when two space objects will be at some distance apart such that those objects are at risk of a collision (termed a
“conjunction”); this process should provide a decision maker with all the data necessary to determine whether an
evasive maneuver is required. Collision avoidance analysis has been utilized for many years. The first capability to
perform Collision Avoidance was implemented at Cheyenne Mountain Operations Center (CMOC) in the mid-1960s.

Due to limitations in existing analysis systems, in January of 1996 The Aerospace Corporation proposed the
utilization of (1) Ephemeris Reconstruction to address the lack of variable trajectory and powered flight modeling;
(2) Using dynamic keep-out volumes based on realistic launcher and on-orbit dispersion data; (3) Probability
Analysis to address lack of risk assessment; and (4) Automated display and integration of the analysis results. U.S.
Department of Defense and National customers quickly became interested in such a system.

These customers tasked The Aerospace Corporation to create a prototype system demonstrating these approaches,
since the anticipated minimum development time of three years for a similar operational capability was deemed
unacceptable. Customers then procured an Silicon Graphics Maximum Impact R10000 workstation and a Windows
NT Pentium Pro 200 MHz PC for The Aerospace Corporation to use while prototyping their proposed system, which
was delivered in February, 1997. Collision Vision has been implemented on this prototype hardware and is currently
being ported to other platforms. These implementations have been used to support real-time “shadow-mode”
operational supports as well as more general, “global threat” assessments for various customers.

It has become useful to differentiate between COLAs for launching boosters/upper stages/payloads (termed “Launch
COLAs”) and COLAs for on-orbit objects (termed “On-Orbit COLAs”). Due to the customer emphasis and interest
in Launch COLAs, Collision Vision has provided particular emphasis to correcting the inabilities of current Launch
COLA analysis systems to model/perform (a) powered flight; (b) variable/RAAN-constrained missions; (c) vehicle
dispersions; (d) risk assessment; (e) conjunction visualization; (f) orbital element-set age-dependent computations;
and (f) integrated tool analysis able to produce a Mission Director-ready output product.

Overview of Components in a Full-Functionality COLA Analysis System

Through dialogue with our customers and investigations using the Collision Vision prototype system, the
components which are required to provide the data a decision maker requires can be broken down into seven primary
functional areas. If a decision maker’s satellite(s) of interest are termed “primary objects” and the other objects
which the primary object(s) may conjunct with are termed “secondary objects,” these functional areas are defined as
follows:

1) Collision Avoidance Input Data: Properly performing Collision Avoidance requires a number of inputs.
These inputs include (a) information necessary to determine the state of all primary object(s) as a function of
time (e.g. trajectories for each launching or on-orbit object or state vectors and thrust profiles for trajectory
reconstruction); (b) information necessary to determine the uncertainties in the state of all primary object(s) as a
function of time (e.g. covariances); (c) information necessary to determine the state of all secondary space
objects (e.g. the complete Resident Space Object (RSO) SATFILE containing two-card element sets for all
tracked space objects); (d) information necessary to determine the uncertainties of all secondary space objects
(e.g., the RSO dispersion information obtained via the Air Force Space Command (AFSPC/DOY) funded Space
Surveillance Performance Analysis Tool (SSPAT) effort at CMOC).
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2)

Ephemeris Generation and/or Reconstruction: For the primary object(s), the requirement to be able to model
powered flight and handle variable trajectories drives the need to be able to generate and/or reconstruct an
ephemeris. The Aerospace Corporation, drawing from many years of variable trajectory modeling using
ephemeris reconstruction techniques, successfully applied this technique to COLA analysis. Since that time,
The Aerospace Corporation has also demonstrated the value of using contractor-provided, in-line detailed
guidance simulations to generate ephemerides.

For the secondary objects, analyses rely upon vectors provided by orbit determination techniques applied to
Space Surveillance Network (SSN) space observations. As such, ephemeris generation must either use
propagation algorithms (e.g., SGP4 or SP) which are consistent with the orbit determination methods originally
used, or perform state vector epoch point conversion to obtain a corresponding element set for a different
propagation model.

Covariance Generation and/or Reconstruction: For the primary object(s), the requirement to correctly detect
conjunctions and perform risk assessment drives the need for the gencration and/or reconstruction of dispersions
as a function of time. The Aerospace Corporation, again drawing from launch support experience and an
existing tool set, successfully applied covariance reconstruction techniques to contractor-supplied dispersion
data for COLA analysis.

For the secondary objects, Collision Vision makes use of error information obtained from the SSPAT effort.
This information is the best currently available for CMOC-derived RSO element sets. It assumes that real-time
radar observations may be treated as truth; this assumption may need modification for deep-space objects. Also,
the error information is a Root-Sum-Square error magnitude and must be coupled with another customer’s
analyses to determine how to derive a reasonable 3-dimensional error volume.

Conjunction Assessment: Conjunction assessment is the process of determining which close approaches
exceed a user-specified close approach threshold and may result in a collision. The vast majority of tool
development, other than the Collision Vision prototype system, has only concentrated in this one functional area.
Such tools as COMBO (developed in mid-1960s, operationally used today), ORBWIN (developed in early
1990s to be able to model powered flight, but not transferred to CMOC primary operational computer system
and no longer available), PVM-COMBO (developed in 1995 at Naval Research Laboratory to perform COLA
analyses using parallel processing), and the new CALIPER tool (created by Kaman Sciences to analyze variable
trajectories) all fall into this functional area.

Risk Assessment: Risk assessment is the process of taking conjunctions which have been found in the
conjunction assessment functional area, coupled with information on the dispersions of the conjuncting objects,
and determining their probability of collision. The need for this functional area, which is not implemented in
current systems, should be readily apparent for predicted conjunctions between objects which have large
dispersions about their nominal positions; such objects, in reality, have only a very remote chance of actually
hitting each other. The lack of a risk assessment capability, as application of the Collision Vision prototype
system demonstrates, results in lost launch opportunity.

Conjunction Visualization: Being able to visualize conjunctions has proven invaluable to determine how the
objects and their dispersed volumes are interacting, providing insight into analytical results.

Generation of Summary Information for Decision Makers: Creation of COLA Summary Information is the
final functional area of a complete system. These concise charts need to quickly convey the pertinent
information to the decision authorities. Current systems make use of a separate organization to generate the
summary information. The Collision Vision system has combined this functional area with the others, resulting
in a single integrated analysis package run by a single organization.
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Prototype System Description

The Collision Vision prototype system is comprised of software components which fall into each of the above
functional areas. The system allows the user to perform end-to-end analysis of potential collisions and has been
designed to support real-time use. This allows the user to perform preliminary assessments, followed by several
update runs as launch time approaches. The full intent of Collision Vision is to provide the best set of tools in each
functional area, allowing the user to compare and contrast the relative merits of the various algorithms the tools
implement. The system is shown in Figure 1.

The prototype system utilizes realistic dispersion keep-out volumes for both launcher and Resident Space Objects
(Figure 2). In general, this utilization results in fewer predicted conjunctions and therefore a reduction in launch
window holds due to COLA assessment.
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Figure 1: Components of the Collision Vision Prototype System

25



Software Component Validation Status:

The status of each of the prototype system functional areas is summarized in Table 2, and is as follows:

The ephemeris reconstruction functionality is addressed via software tools called CPLANE and State Vector Predict
(SVP). CPLANE has been verified and validated by the Space Warfare Center/Analysis and Engineering
(SWC/AE). SVP is used operationally for state vector and ephemeris generation/prediction

The testing which SWC/AE performed illustrated the benefits of both CPLANE and an Eastern Range tool called
Theoretical Trajectory Generator (TTG). CPLANE was found to be approximately 5 times more accurate than TTG
during powered flight segment reconstruction, while TTG was found to be approximately 2 times more accurate than
CPLANE during coasting phases, but ran approximately 15 times slower. Both tools were demonstrated to be of
sufficient accuracy for the COLA assessment role. The future intent is to investigate the addition of the TTG
algorithm into the existing CPLANE tool, providing users with the best ephemeris reconstruction capability possible.

The conjunction assessment functional area has been rigorously tested (completed 22 July 1997) by SWC/AE as part
of the test to ensure that the USSPACECOM Kaman Sciences CALIPER conjunction analysis tool was validated to
support the Cassini mission last fall and to ensure that the CASPAR conjunction assessment tool is validated for
Government use. The CASPAR conjunction assessment tool incorporates a well-established conjunction assessment
module created by Col. Sal Alfano while stationed at Air Force Research Labs (formerly Phillips Labs).

In the probability assessment functional area, Collision Vision currently incorporates four distinct probability tools.
These tools vary widely in methodology, precision and run time, and the prototype system facilitates making
tradeoffs between the various models. Tests have been performed which demonstrated consistency between several
algorithms and evaluations are on-going. Several in-house statistics and mathematics experts are reviewing not only
the models currently implemented in the prototype system, but also other proposed probability models.

The visualization and post-processing functional areas are display and data reformatting tools. Based on standard
Verification, Validation, and Accreditation practice, such tools are validated by ensuring that the tool’s output
matches the supporting input data. In addition, visualization tools have the added benefit that tool errors are
typically readily apparent.

Tool Description Validation Authority Test Cases Run Accepted?
Trajectory Generator SWC/AE 33 Cassini trajectories (including both Yes
powered and coast phases)
Conjunction Analyzer SWC/AE Cassini trajectories for two days Yes
against 10 test objects and also against :
full catalog '
Integrated Trajectory Results agreed with Yes
through Conjunction SWC/AE approved results Same as above
Probability Estimation SSSG, NASA, Aerospace, Probability theory check and module Pending
Modules and others result comparison for selected cases
Integrated Trajectory, Pending Pending Pending
Conjunction, and
Probability

Table 1: Software Validation Status
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CMOC Tool Descriptions

During the validation process the Collision Vision prototype was rigorously compared with results from CMOC.
Though the tools used at CMOC have known limitations, they provide a starting point from which to measure
potential improvements demonstrated by the prototype system. The first orbit conjunction tool used by CMOC was
created in the mid-1960s and models spacecraft free-flight trajectories based on state vectors provided for the desired
segments of flight. This tool, called COMBO, has the ability to create an Earth-fixed trajectory and apply this
trajectory at any point across the launch window of interest. The tool rotates the trajectory through the continuous
launch window (as opposed to discrete steps) and searches for close approaches to each RSO that falls inside a static
elliptical keep-out region. The entry and exit times to this region (plus additional padding due to element set age)
are then considered to be launch hold periods. Benefits of this software tool are that it is relatively fast and it models
launch window holds to sub-second accuracy. Drawbacks are that it cannot model any type of variation in
trajectories due to delay into launch window, in-flight steering, or powered flight. Additionally, the element set age
padding algorithm appears to be of a coarse fidelity. Also, conjunctions for Titan launchers (which launch on the
exact minute) are flagged based on missed distance corresponding to the worst-possible launch time, which may not
be near an exact minute. Finally, there is no provision for estimating conjunction probabilities, trajectory dispersion,
or dynamic keep-out region modeling.

The CALIPER tool was installed at CMOC prior to the Titan IV B-33 Cassini launch (Oct. 1997). This software
was designed specifically for this single mission, but improved upon the existing tool, COMBO. CALIPER has the
ability to utilize trajectories generated from an external source. This allows the option of having an external tool or
agency model trajectory variability and powered flight portions of ascent. CALIPER is primarily a conjunction
assessment tool which has compared very favorably with the equivalent portion of the prototype system. It has the
drawback, however, of assessing conjunctions based on distance alone, and not based on the known dispersions of
the launcher and the RSOs. In practice, these dispersions were used to determine a coarsely-defined keep-out
distance relative to a pre-determined probability of risk threshold.

Results

The Collision Vision prototype system has been exercised in an operational environment for multiple launch
attempts of four actual spacecraft launches. The results, while not used to make operational decisions, were
rigorously compared with official COLA products generated by Cheyenne Mountain Operations Center (CMOC). In
order to compare algorithmic differences alone, identical input data were used wherever possible. The principal
input data set is the catalog of mean orbital elements (two-card NORAD element sets) representing the trackable
RSOs (Resident Space Objects) in Earth orbit. The entire catalog used by CMOC in their COLA analyses (including
classified element sets) was transferred to the prototype system at various time points prior to launch. The Collision
Vision system was utilized at each of these times (launch time minus 48 hours, 24 hours, and 4 hours) and compared
with CMOC results when available. The entire unclassified launch window was examined at the required discrete
resolution. For Titan boosters, launch is initiated on the exact minute; for Pegasus, launch is possible on any second.
For the Titan launches, delays of up to two seconds after the exact minute were also examined.

Individual Mission Results

Titan A-18

This mission provided an opportunity to emulate the CMOC tools and had the potential for close agreement. The
mission profile included an ascent trajectory which was fixed in the Earth-relative frame. There was no trajectory
variability due to delays into the launch window, no in-flight re-targeting, and since there was no upper stage, there
was no thrusting being performed after injection into orbit. The only expected differences in the modeling were: (1)
the ability of the prototype system to model a dynamically changing keep-out ellipsoid around the launcher and the
RSOs (as opposed to CMOC’s static keep-out region); and (2) CMOC’s “padding” of the computed COLA due to
RSO element set age. The Collision Vision system simulated both static and dynamic keep-out ellipsoids for
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comparison purposes. The coarse-fidelity algorithm used to pad the COLA blackouts due to element set age was not
modeled; the prototype system used instead the best-available error and error growth statistics to estimate RSO error
due to element set latency.

Results from the mission were as expected. The prototype system found fewer conjunctions than did the CMOC
system. Those conjunctions that were found were a proper subset of CMOC conjunctions. For those common
conjunctions, the duration of the COLA launch hold was shorter for the prototype system when emulating the CMOC
system due to discarding the element set age padding in favor of the error growth statistics. The durations were
further reduced when using a dynamically changing ellipsoid keep-out region based on expected dispersions during
flight. A typical comparison of COLA holds calculated by both systems is tabulated in Table 2 below, and a
graphical illustration of the differences in COLA hold durations is shown in Figure 3. These mission results
provided confidence that the prototype system was able to accurately emulate the COMBO program, and that
precision refinements available from Collision Vision would indeed improve launch availability.

Time (sec): 2910.00 . e . e A (km): 57.75
Alinde (km): 65826  Colision Vision B (km): 6.5
Velocity (km/s): 748 C(km): 1.87

| _Westford Needles |
Relative Range (km): 23.95

Closest Approach (km): 17.74

Closest Approach (sec): 2908.84

Figure 2 - Conjunction for Titan A-18 Mission Using Dynamic Dispersion Volumes
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Figure 3 - Detailed Comparison of Ten Minutes of COMBO and Collision Vision for
A-18 COLA Analysis at a Discrete One-Second Resolution

Titan A-17

This mission highlighted the differences resulting from a low-resolution modeling of trajectory variability across the
launch window. The COMBO program was able to model the variability in only a limited way by using sparse (four)
data points across the launch window and was unable to model powered flight. The prototype system used the
contractor tool State Vector Predict (SVP) to generate a trajectory at each point of interest in the launch window.
The discrepancies shown in Table 3 were therefore anticipated and can be observed to occur after the second stage
burnout, at which time the trajectory variability becomes significant. The table shows no conjunctions in common
between COMBO and the prototype system, illustrating the importance of correctly modeling variable trajectories.

Titan B-33 (Cassini)

CMOC used the CALIPER code to determine conjunctions for the Cassini mission in October 1997. This code is a
conjunction analyzer which was validated concurrently with the prototype’s conjunction analyzer CASPAR. During
these validation tests, close agreement between CASPAR and CALIPER was observed. The trajectories for the
Cassini mission were generated from launch polynomials used by both CMOC and the prototype system, and
therefore were nearly identical. The only differences in results for this mission thus resulted from differences in how
the probability of collision threshold was handled. The CALIPER program was designed to ensure identification of
all conjunctions with a worst-case probability greater than a specified amount. As a result, a worst-case geometry
was assumed for all conjunctions and a large spherical keep-out region was used. This approach is excessively
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conservative if lJauncher and RSO covariances are available to enable analysis of the actual geometry as opposed to
the worst-case scenario. Such covariance information is available in the prototype system, which enabled the
calculation of actual probabilities of collision. Conjunctions at or above the given probability threshold were
identified to determine launch holds. The comparison between CALIPER and Collision Vision B-33 results
highlighted these differing approaches. As expected, the increased fidelity of the probability modeling in Collision
Vision resulted in a significant decrease in launch holds determined for the Cassini launch.

Pegasus (STEP Mission)

The Pegasus launch analysis resulted in the severest test of the prototype system’s computing resources. The STEP
launch was analyzed using a much larger dispersion model than those used for Titan IV launches. This resulted in
more identified conjunctions, thus slowing the conjunction assessment phase of the analysis. In addition, the
launcher was available to begin ascent at any given second in the launch window (as opposed to exact minute Titan
launches). This resulted in a larger number of trajectories to analyze, which increased both hard disk space
requirements and computational time. These requirements exceeded the resources of the prototype system (see
Table 4). As aresult, the system was used only to examine the mission’s interaction with manned objects (Mir and
Shuttle). These limited conjunctions were determined accurately when compared with CMOC results.

Summary of Results

The following tables summarize some of the results of applying the Collision Vision system to launches using real
operational data. Table 3 details collision avoidance launch holds determined by both systems and the degree of
commonality between the differing approaches. These results reflect the analyses performed nearest to the launch
time in each case. Table 4 illustrates typical computational requirements to perform a standard COLA analysis for
each mission using Collision Vision. In some instances, requirements exceeded the capacity of the prototype system,
in which case a limited analysis was performed and the resource requirements were estimated. Typically, a COLA
analysis must be finished about an hour before launch; the prototype system hard disk is limited to 4 Gigabytes.

Mission Total COLA holds | Collision Vision-only CMOC-only COLA holds in
COLA holds COLA holds common

A-18 attempt #2 20 0 14 6
A-18 launch 11 0 8 3
B-33 attempt #1 24 0 18 6
B-33 launch 18 3 7 8
Pegasus launch (against 2 0 0 2
manned objects only)

A-17 launch 5 3 2 0

Table 3 - Comparison of CMOC and Collision Vision COLA Holds

Mission Ephemeris | Conjunction | Post-Processing Total Disk Space
(min) Assessment (min) Time (min) (GB)
(min)
A-18 (on exact minute) 5 10 10 25 0.1
A-18 (0,1,2 sec off exact min) 10 15 10 35 0.3
A-18 (on each second) 200 300 15 515 6.0
B-33 (0,1,2 sec off exact min) 25 35 15 75 0.7
Pegasus (0,1,2 sec off exact min;large disp.) 15 75 10 100 0.5
Pegasus (on each second;large dispersions) 300 1500 40 1840 9.0
A-17 (0,1,2 sec off exact min), Using SVP 100 15 10 125 0.3

Table 4 - Time and memory requirements
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Conclusions

A prototype Launch Collision Avoidance system has been developed which uses state-of-the-art techniques to
maximize launch window availability based on best available data. These data include accurate trajectories and
expected launch dispersions and the latest available Resident Space Object element sets and the expected errors in
their positions. From this information, the prototype system, Collision Vision, determines not only geometrical
conjunctions but the associated probabilities. This is a critical factor in assessing the degree of risk for a given
collision, and it is an item that is currently unavailable from any other source. Outputs include summary information
to be used as a decision tool by launch directors and a 3-dimensional representation of the conjunction geometry for
detailed analysis purposes. Multiple algorithms are available in some of its functional areas in order to exercise
flexibility and evaluate different methodologies.

Validation of components of the Collision Vision system has been performed by CMOC support organizations and
has advanced in paraliel with certain tools used operationally by CMOC. The results of validation have shown that
the examined portions of the prototype system perform accurately and appropriately. Validation of the probability
functionality of the system is progressing.

Collision Vision has been used for COLA analysis in multiple launch attempts for four actual launches. Results from
the system have been rigorously compared with operational outputs from CMOC. Differences in the two systems
have been highlighted by the variety of the missions supported, and the anticipated improvement in COLA accuracy
and precision due to the fidelity of the Collision Vision modeling has been demonstrated.

Existing COLA tools used by CMOC have an established heritage and validity. They have known limitations, but
are currently the best tools being used operationally. It is anticipated that the Collision Vision prototype system
described herein can be used to help focus and/or augment the current operational COLA capabilities at CMOC and
improve their ability to provide accurate launch window availability advice in order to lower launch collision risk
and assure improved access to space.
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The 488.006.860 Sources in the USNQO-A1.0 Catalog

D. G. Monet (U. S. Naval Observatory Flagstaff Station)

The USNO-A1.0 catalog, the largest star catalog ever compiled and the first in a new series
of star catalogs being produced by the U. S. Naval Observatory, was designed for users
with operational requirements for an all-sky catalog of star positions and brightnesses. It
is available by request (see http://www.usno.navy.mil/pmm/ for details) on 10 CD-ROMs,
but quantities are limited and requests will be judged on their merit. No direct web access
to the catalog is available yet, but several third parties serve portions of it. The needs
of most users should be satisfied by the single CD-ROM “executive summary” catalog,
USNO-SA1.0, which contains 54,787,624 entries and whose distribution is unlimited. In
either catalog, each entry contains the right ascension and declination in the system of
J2000, and the blue and red magnitudes.

INTRODUCTION

The U. S. Naval Observatory (USNO) is about 4 years into the production phase of the
Precision Measuring Machine (PMM) program, and the first products are being released.
The goal of the program is to produce deep (fainter than 18** magnitude), dense (beyond
105 sources per square degree when possible) star catalogs. The purpose of this paper is to
discuss the usage of the first of these, USNO-A1.0, for computing the celestial coordinates
of uncorrelated targets, and removing star clutter so that such objects can be identified
from a single image. Only a brief introduction to the PMM program is presented here
because the full discussion is available on the CD-ROMs or from the Web URL listed in
the abstract.

The PMM program is based on the digitization and analysis of photographic sky surveys
done by the Palomar Observatory, the European Southern Observatory (ESO), or the
Anglo-Australian Observatory, depending on declination zone and epoch. North of § =
—30°, the sky has been photographed in two colors (blue and red) at each of two epochs
(mid-1950s and late-1990s). South of § = —30°, there are first epoch (mid-1970s) blue
and red surveys but only a second epoch (late-1990s) red survey. The PMM has processed
essentially all of these plates as well as those from several other surveys, and has produced
an image database containing about 6 trillion pixels and a catalog database containing 52
bytes of data for each of about 6 billion objects. Because these databases are too large
to serve and are quite difficult to manipulate, USNO is producing a sequence of catalogs
intended to satisfy the needs of most users. When computing and networking technology
is ready (and cheap!), USNO intends to make the entire archive available so that users
with special needs can have access to it.

The first large PMM catalog is USNO-A1.0. It was generated by comparing the detection
lists from the Palomar Observatory Sky Survey I (POSS-I) blue and red plates north of § =
—30° and the Science Research Council (UK) blue (SRC-J) and ESO red (ESO-R) plates
south of 6 = —30°. Each coincidence between a blue and red detection within a 2 arcsecond
aperture was deemed a real object, and no other image parameters (magnitude, color,
shape, etc.) entered into the selection process. The resulting catalog contains 488,006,860
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entries, and lists a and § in the system of J2000, and mpye and myeq. No information
about the type of source (star, galaxy, etc.) is presented. The limiting magnitude is about
Mplue = 21/myreq = 20 in the north, and about one magnitude fainter in the south (the
southern plates are of higher quality). With 12 bytes per source, the catalog occupies
about 6 GBytes and is published on a 10 CD-ROM set. The CD-ROMs also contain
various READ.ME files, tar() files of source and calibration codes, and a look-up table
between USNO-A1.0 and the Space Telescope Science Institute’s Guide Star Catalog 1.1.

At the request of members of the asteroid community, a spatially culled version of USNO-
A1.0 was produced. This catalog, USNO-SA1.0, is a compromise between the size of the
catalog and the need for reference objects, and was generated by sampling USNO-A1.0
to produce as uniform a surface density (about 1 per 2.5 square arcminutes) as possible.
It contains 54,787,624 sources, fits on one CD-ROM, and is intended for systems with
relatively large fields of view.

ABANDONING THE TELESCOPE MOUNT MODEL

A necessary but unpleasant task for essentially all astronomical observations is the compu-
tation of coordinates for objects of interest. In the past, a popular method was to equip the
telescope with accurate encoders, to calibrate them using observations of “catalog stars”
whose coordinates were known, and to determine the scale, rotation, and field distortions
of the detector system. Such a “mount model” can produce astrometric accuracies of a
few arcseconds, but extreme care is needed to do better than +1 arcsecond and typical
accuracies are nearer 10 arcseconds. This method has not changed in the last century or
so, and the prospects for significant improvements in astrometric accuracy are dim.

The need for a mount model astrometric algorithm disappears if there are many catalog
stars in each image or field of view. Instead of using the telescope and detector to inter-
polate between known objects, the coordinates of the catalog and other objects can be
measured and the transformation from (z,y) to («,8) can be computed from each image.
When used in this differential manner, most image sensors are stable at sub-micron levels,
and in most cases, the astrometric accuracy is limited only by the accuracy of the reference
catalog. For most regions of the sky, the accuracy of USNO-A1.0 is about 0.25 arcseconds,
and can approach 0.1 arcseconds over small areas.

The astrometric algorithm is as follows. A “star finder” algorithm examines the image
and makes a list of sources. The telescope’s pointing and field of view are used to extract
a list of reference objects from the catalog. These lists are correlated, the transformation
between image and catalog coordinates is determined, and the coordinates for all the other
sources in the image are computed. The catalog-based astrometric algorithm offers the
advantages of speed, accuracy, and autonomous operation over the mount model algorithm.
The accuracy of the telescope’s encoders enters as the size of the search radius for the list
correlation, and has no effect on the astrometric accuracy of the solution.

Typical systems designed for searching for uncorrelated targets have fields of view that
cover most of a square degree. In such fields, there can be hundreds or thousands of USNO-
A sources, and the correlation of the lists is unambiguous. Optical systems designed for
accurate analysis of faint objects may have fields of view of only a few arcminutes, and
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USNO-A usually provides many tens of objects in these small fields. Usually, there are so
many USNO-A objects that the effects of optical distortion, telescope flexure, and other
problems can be recomputed from each image.

SEARCHING FOR UNCORRELATED TARGETS

The traditional method for searching for slowly moving uncorrelated targets is to take an
image, wait an appropriate time, take another, and then identify objects that have moved.
In many cases, USNO-A is deep enough and complete enough to identify and remove
essentially all of the stationary sources (star clutter) in the image, thereby allowing for the
identification of uncorrelated targets from a single image. The success of this approach is
limited by the completeness of the reference catalog in the magnitude range of interest.

For a source to be included in USNO-A, it must have been detected on both the blue
and red survey plates, and these detections must have been spatially coincident to within
2 arcseconds. The nominal limiting magnitude of the POSS-I O (blue) plate is 21 and
that for the E (red) plate is 20. The requirement for blue and red detections means that
the limiting magnitude of USNO-A depends on the intrinsic color of the source. Most
stars have colors in the range of 0 < mpiue — Mred < 1, so a reasonable estimate is that
most objects brighter than myi,. = 20 are in the catalog. At the bright end, the onset of
diffraction spikes occurs at about 15%* magnitude, and by 10®* magnitude the effects of
saturation, spikes, and ghosting are severe.

Assuming that USNO-A goes faint enough for the application, the next concern is its
completeness. A simple parameter is impossible to compute, primarily because of the
complexity of the sky. The PMM detects and processes every object which exceeds a de-
tection limit defined by the noise of the sky background, and it uses the same algorithm for
all parts of the sky. In compiling USNO-A, no criterion other than the spatial coincidence
of blue and red detections was used. Therefore, every effort was taken to make the catalog
as complete as possible, but a large number special circumstances appear on the sky. The
following is an incomplete list of why USNO-A may be incomplete.

1) Objects with extreme colors: As discussed above, the more bizarre the energy distri-
bution of the object, the brighter its limiting magnitude for inclusion in USNO-A. As
discussed below, USNO-B should address this problem.

2) Double and multiple star systems: Depending on the separation, difference in bright-
ness, and the seeing and guiding during the observations, the object deconvolution
algorithm can produce inconsistent results.

3) Bright stars: A 1°* magnitude star saturates more than a square degree of the plate,
and its ghosts saturate other areas. Entries for bright stars were left in USNO-A for
the purpose of allowing automatic pointing algorithms to avoid them.

4) Galaxies and nebulosity: Extended object have lumps, lumps can be (incorrectly)

detected as objects, and such spurious objects can correlate with spurious objects on
the other plate.

5) The Milky Way: In some regions, the PMM'’s processing was limited by the confusion
caused image crowding. One should be very careful in regions with more than 10°
objects per square degree.
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6) Plate overlap zones: The POSS plates are 6.5 degrees on a side but are taken on 6
degree centers. Due to difficulties in mapping the plate-to-plate systematic astrometric
distortions, some plate overlap zones put multiple occurrences of the same star into
the catalog. As discussed below, USNO-A2.0 will address this problem.

Although USNO-A is incomplete, most of the sky is relatively simple and USNO-A provides
a reasonably complete list of known objects. Once these have been removed from an image,
the task of finding new objects is much easier. In most of the cases pursued by USNO
personnel, asteroids, comets, and other uncorrelated targets have been correctly identified
using only a single image. This capability provides a significant improvement in telescope
efficiency.

FUTURE PRODUCTS

At some level, the products generated by the PMM program are in direct response to
the needs expressed by users. Currently, efforts are underway to fix two of the problems
discussed above.

1) USNO-A2.0 will be the astrometric recalibration of USNO-A1.0. Major changes in-
clude the removal of references to the Guide Star catalog, adoption of the International
Celestial Reference Frame, improved removal of the systematic astrometric distortions
produced by the various telescopes, and a recalibration of the magnitudes.

2) USNO-B1.0 will combine the first and second epoch surveys so that proper motions
and star/galaxy classifications can be computed. Part of this task will be the inclusion
of objects found only on the red or blue plates, rather than limiting the catalog
to objects found on both the red and blue plates. This should extend the limiting
magnitude of the catalog for objects with extreme colors.

The schedule calls for completion of USNO-A2.0 in the summer of 1998, and for the first
(probably internal) version of USNO-B1.0 by the end of 1998. The PMM program can
respond to special needs, and inquiries should be addressed to the author.
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Potential Solutions for Enhanced Space Surveillance Network Capability

Eugene G. Stansbery, NASA/Johnson Space Center
Dr. Ramaswamy Sridharan, M.I.T. Lincoln Laboratory

1.0 Introduction/Background

U. S. Space Command (USSPACECOM) maintains a catalog of resident space objects (RSOs) which
includes operational satellites, derelicts, and operational and fragmentation debris. In order to accomplish
this, a network of radar and optical sensors called the Space Surveillance Network (SSN) has been
established. Part of the space surveillance task is to perform collision warning for high value satellites
such as the Space Shuttle, Space Station, and certain DoD assets. The current SSN routinely tracks and
catalogs RSOs as small as 10 cm diameter. However, typical operational satellites can be seriously
damaged or destroyed by collisions with orbital debris targer than about 0.1-1.0 cm. Several initiatives
and studies have been undertaken in an effort to help close the gap in size between tracked and risk
objects. These include:

A 1992 NASA study (Ref. 1, 2, and 3) to determine if collision avoidance could be provided for the
Space Station Freedom for objects down to 1-cm in size. The proposed network would have
cataloged 1-cm objects to 600 km altitude.

A 1996-97 study by the Space Debris Task Team (SDTT) (Ref. 4) consisting of NASA and the Air
Force Space Command (AFSPC) personnel who were given the task to “Examine Space Surveillance
Network capabilities to enhance orbital debris data collection and processing on objects (as small as 5
cm) not currently in the satellite catalog.”

A 1997-98 study (Ref. 5) led by Air Force Research Laboratory, Los Alamos National Laboratory, and
Lawrence Livermore National Laboratory at the direction of the 1998 Senate Armed services
Committee (SASC) authorization bill which, “directs the Secretary of the Air Force to undertake a
design study of a system that could catalogue and track debris down to 1 centimeter in size out to
1,000 kilometers in altitude.”

A U. S. General Accounting Office (GAQ) released report in December, 1997 on Space Surveillance
(Ref. 6) which recommended that “the Secretary of Defense and the Administrator of NASA, in
consultation with the Director of Central Intelligence establish a consolidated set of government-wide
space surveillance requirements...” and that they “develop a coordinated government-wide space
surveillance plan ...”

In addition to these activities, USCINCSPACE, Gen. Estes, requested that NASA formalize it's
requirements for space surveillance. In August, 1997, the NASA Administrator delivered the new set of
requirements (Ref. 7) to the SSN which included the requirement “to support the JSC (Johnson Space
Center) ISS/STS (International Space Station/Space Transportation System) vehicle collision avoidance
efforts, track resident space objects (RSO) and maintain a catalog for all objects with perigees less than
600 km and with size as specified in the Time Period column.” The time period requirement is “Current:
Enhance tracking such that catalog includes objects =5 cm; Mid/Far Term; with SSN upgrades, include all

_ objects 21 cm.”

2.0 The 1992 Space Station Freedom Study

2.1 Background
In August 1992, NASA was designing the Space Station Freedom. Plans for protecting the station from

meteoroid and orbital debris (M/OD) included shielding it against penetrations from objects as large as 0.8
cm and performing collision avoidance maneuvers against objects in the USSPACECOM catalog which
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then, as now, included objects as small as the nominal size of 10 cm. This left a gap in debris size to
which the station was vulnerable. In August, the NASA Administrator directed that the Space Station
Program Office undertake studies which would effectively eliminate this gap. Two study teams were
formed in September. The first team studied enhanced or augmented shielding for the station. The
second team studied improved tracking techniques.

The tracking team set out to answer the question “was performing collision avoidance for Freedom against
objects > 1 cm diameter within current technology?” The team reported to the head of the Space Station
and the Associate Administrator for Space Flight on December 4, 1992 that it was within the available
technology and they proposed a conceptual network of sensors which could perform the job. The
estimated cost of $450-550 million to design and build the network was considered too high and no further
work on the concept was performed. However, the team’s methodology for studying the problem and the
lessons learned from the study are still valid and applicable to the more recent initiatives.

2.2 Summary of Findings

2.2.1 Current vs. New Sensors

One of the significant findings, which shaped the 1992 study, was that the existing sensors of the SSN
could not be readily upgraded or modified to meet the goals of the study. Radars in the SSN generally
operate at UHF wavelengths of ~70 cm. At these wavelengths, objects ~12 cm and smaller are in the
Rayleigh scattering regime. In the Rayleigh regime, the radar cross section (RCS) of an object falls off as
the 6™ power of the diameter. Therefore, in order to upgrade a radar so that it will have the same
sensitivity for a 1-cm object that it currently has for a 10-cm object, the power/sensitivity of UHF radars
would have to be improved by 60 dB. This was deemed to be an unacceptable solution. Similarly,
existing optical sensors in the SSN were not capable of detecting 1-cm objects. Therefore, new sensors
were needed to catalog 1-cm debris.

Having eliminated existing sensors, the team started from the ground up looking at the requirements that a
new network optimized for the SSN collision avoidance network must meet.

2.2.2 Network Requirements and Tasks

A collision avoidance system (CAS) must perform three tasks: 1) it must generate the catalog of small
debris objects; 2) it must maintain the catalog for all objects in the orbital space of interest; and 3) it must
reduce the orbit uncertainty for the subset of objects predicted to collide with the high valued target. A
fourth, non-mandatory task, is to provide imminent collision warning against objects for which a collision
avoidance maneuver is not, or no longer, possible, but for which other mitigating options exist.

In order to generate a debris catalog, a search volume must be established. That volume must search all
orbital space within a time period that is short when compared to the lifetime of the objects to be
cataloged. In the 1992 study, the SSF was to have flown as high as 450 km altitude during periods of high
solar activity. 600 km was chosen as the top of the altitude band of interest. Studies of area-to-mass of
debris and orbital lifetimes indicate that some debris can reenter from 600 km in 13 days (area-to-mass of
1.0 m%kg) during periods of high solar activity. Therefore, the complete orbit space between these two
altitudes should be searched in a time span that is shorter than 13 days. If the probability of detection is
less than 100%, then it is desirable to search the volume more than once in the allotted time. Once an
object is detected and identified as an “unknown,” or uncorrelated target (UCT), the detecting sensor must
be able to predict the orbit far enough ahead to be able to locate and track the object at the next track
opportunity. The next track opportunity may be by the detecting sensor or by another sensor in the
network. After a sufficient number of tracks are performed, an orbit can be determined and the object can
be entered into the catalog.
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When a sensor updates the location of an object, that location is known to within some error ellipsoid.
Subsequent to the measurement time, the error ellipsoid grows due to such things as uncertainties in
atmospheric drag or errors in the propagators until the next time that the object location is updated by
another sensor. The lower an object is in altitude, the faster the error ellipsoid grows due to the increase
in the effects of the atmosphere on the object. If the error in predicted position at the time of the next
sensor observation approaches the mean distance between objects, the catalog will fail because re-
identification will be impossible. In other words, to perform catalog maintenance, the orbital elements
must be maintained well enough to correlate an observation. This is a much less restrictive requirement
than the conjunction update task, which will be discussed next, but this requirement applies to all objects
in the catalog. The study concluded that in order to maintain a catalog of 1-cm debris, the orbits would
have to be updated at least daily. Since this had to be done for the entire catalog, capacity of the sensors
was a driving issue. It was determined that one or more of the radars in the network needed to be either a
phased array radar or an interferometer fence radar in order to accomplish this task.

A computer program called the Calculation of Miss Between Orbits (COMBO) determines close
approaches between high valued targets and all other cataloged satellites including debris. The 1992
study called these close approaches “conjunctions.” Simulations have shown that only a few objects per
day would be predicted to come close enough to the SSF to cause concern. For these objects, it is
necessary to update the orbit in order to decrease the uncertainty in predicted location at the time of the
conjunction. One of the objectives of the SSF was to perform micro-gravity experiments. The SSF
requirement was to have a 60% probability of achieving 6 periods of 27-30 contiguous days without
maneuvering, giving a maximum number of 10 collision avoidance maneuvers per year. Given the
number of objects of size >1 cm, this translated into an error ellipsoid of 400 m downrange and 8 m radial
and crosstrack. At the low altitudes of SSF, the error ellipsoid would grow quickly due to atmospheric drag
uncertainties. It was estimated that an observation would need to be made within two orbits of the
predicted conjunction. Since there would only be a few objects per day with predicted conjunctions, these
could be handled by lower cost “pencil” beam, dish antenna radars. Optical sensors were rejected
because of the probability of not having the correct lighting or weather conditions when an observation
was needed.

An observation too close in time to a predicted conjunction would not be useful for collision avoidance.
There is a minimum time required to process the data, make the decision to move the station, prepare the
station for the maneuver, make the maneuver, and for the maneuver to take effect. This time was likely to
be from %2 to % of the period of the SSF orbit.

2.3 Proposed Network

The conceptual collision avoidance network developed during the 1992 study utilized two radars that were
being developed at the time. The first was the Ground Based Radar X-band (GBR-X) which was an X-
band (3-cm wavelength) phased array radar that was planned for deployment on Kwajalein Atoll in the
Marshall Islands. As a phased array radar, GBR-X would have been capable of erecting a debris search
fence while simultaneously tracking several targets. Therefore, it could contribute to all three of the CAS
tasks. GBR-X was never built as designed, but a variation of the design is still under development as the
GBR-P (Ground Based Radar - Prototype) and will be discussed later in this paper.

The second radar under development was the HAVE STARE radar. This was also an X-band radar but
was a mechanically steered, dish antenna design. As a dish radar, it could only track one object at a time
and therefore was limited to the conjunction update task, which involved tracking a small number of
objects. HAVE STARE was completed and is now temporarily iocated at Vandenberg AFB in California.
HAVE STARE and GBR-X were being built by the same contractor and shared many of their major
components, including transmitter tubes.
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GBR-X and four HAVE STARE radars were to be located with roughly equal spacing within 180° of
longitude and as close as practical to the equator. GBR-X was to be located at its planned site at
Kwajalein while the HAVE STARE radars were to be located at South Point, Hawaii, Vandenberg AFB,
California, Kennedy Space Center, Florida, and Kourou, French Guiana. With this arrangement, the five
radars could see any low earth, near circular orbit on either its ascending or descending passage and
guaranteed that an object could be seen at least once every 2 orbits (in fact, for most orbits, the objects
could be seen on every orbit).

GBR-X would not, by itself, have the capacity to maintain the orbits of all of the 1-cm debris below 600 km.
An additional sensor was planned. The Naval Space Command operates an interferometer radar, which
erects a fan beam in an east-west orientation across the continental U.S. Orbits are determined by the
location and time between penetrations of the fence. The interferometer concept can inherently handle a
very large number of satellites. It also sets up a very large detection volume. If the fence covers 15°-17°
of longitude (earth center angle) then each object is guaranteed of being detected at least once per day.
The 1992 study proposed replacing the Naval Space Command VHF interferometer with an X-band
system (called the Debris Interferometer Fence Radar [DIFR]) using as many components in common
with GBR-X and HAVE STARE as practicable. The CONUS location limited the radar to detecting orbits
with inclinations > 33°.

The DIFR would perform the catalog generation and maintenance tasks for objects with orbits > 33°
inclination while GBR-X performed the same tasks for objects with orbits < 33° inclination. GBR-X and the
four HAVE STARE radars would perform the conjunction update task.

3.0 Space Debris Task Team Study

3.1 Study Goals

The goals of this study were far less stressing than the other studies discussed in this paper. As such, it
is also probably the most realistically achievable given the current fiscal climate.

The SDTT was given the task to “Examine Space Surveillance Network capabilities to enhance orbital
debris data collection and processing on objects (as small as 5 cm) not currently in the satellite catalog.”
This task statement does not mention the purpose of the catalog, but the SDTT assumed that the eventual
use of the system would be for collision avoidance. Also, the SDTT adopted an altitude limit of 600 km in
order to keep the task manageable. Orbital Debris models indicate that ~5000 objects would be added to
the current catalog.

3.2 The 1994 Debris Campaign

The SDTT was highly influenced by the members’ experience with the Air Force’s 1994 Debris Campaign
(Ref. 8). During this campaign, 651 uncorrelated targets (UCTs) were detected. Of these, half were
detected by the Eglin FPS-85 radar using a high elevation search fence dubbed the “NASA Debris Fence.”
The Cavalier radar detected another 32% of the UCTs. Optical sensors detected only 3%.

In addition to the intensive search for UCTs, the 1994 Debris Campaign made a large effort to retrack and
catalog the UCTs. Of the 651 total UCTs detected, only 80, or 12.3%, were successfully retracked and
only one remained in the catalog for any significant time after the campaign ended. UCTs detected by
Cavalier stood a better chance of being retracked than UCTs detected by Eglin. It is believed that this
was because of the higher latitude location of Cavalier and the fact that with its lower sensitivity, Cavalier
detected larger objects than Eglin. All of the objects detected by Cavalier had inclinations detectable by
Eglin and therefore both radars were available for retracking. But, Eglin detected many low inclination
objects which would never pass within the coverage of Cavalier.
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The low overall retracking rate is probably misleading. In 1995 the TRADEX (Target Resolution and
Discrimination Experiment) radar located at Kwajalein performed a debris search using Stare & Chase
techniques (Ref. 9). This mechanically steered dish antenna with a beamwidth of 0.6 degrees detected 37
total objects between October 29 and November 22, 1995, 25 of which were UCTs. TRADEX attempted
to retrack 16 of the UCTs and 12 of the known objects. It was able to successfully reacquire 56% of the
UCTs and 100 % of the known objects. The reason for the difference in retrack percentage is that Eglin
and Cavalier were only operated in the special debris mode for a few hours each day and were not tasked
to retrack the UCTs during the next available pass.

3.3 Recommendations of the SDTT

The SDTT recommended a phased approach to the task. Phase 1 would “operationalize” small debris
tracking. This would involve routine operation of the NASA debris fence at Eglin with a corresponding
fence at Cavalier, both existing sensors. Phase 1 would also assess the operational impact at both
sensors and the Space Control Center (SCC).

Phase 2 would enhance Phase 1 capabilities by funding GBR-P (Ground Based Radar - Prototype)
connectivity to the SSN and its use for space surveillance. Phase 2 would also use other existing
sensors, which have demonstrated a capability to detect small debris. These sensors include TRADEX,
Cobra Dane, the Experimental Test Site (ETS) and the Haystack Auxiliary (HAX).

Phase 3 would expand debris tracking by using an upgraded NAVSPACE fence operating at either S- or
C-band. It could include other sensors currently in the planning stages if they are capable of detecting
small debris.

3.4 Current Status

The USCINCSPACE has approved plans for upgrading the Space Surveillance Network for detection of 5-
cm objects. The recommendations of the SDTT are being incorporated into the DoD/NASA Work Plan for
Orbital Debris. Currently, funding is being sought for implementation of the “NASA” debris fence on the
Eglin radar and for operation of the Cobra Dane radar.

4.0 The Senate Armed Services Committee Mandated Study

4.1 Study Goals

This study was conducted in response to Congressional language from the 1998 Senate Armed Services
Committee (SASC). The SASC directed that the goals of the design study were to catalog debris down to
1 cm in size out to 1000 km in altitude. The SASC further directed that the study be coordinated between
the Air Force Research Laboratory (AFRL), Los Alamos National Laboratory (LANL) and Lawrence-
Livermore National Laboratory (LLNL). In additional to these laboratories, The Aerospace Corporation, Air
Force Space Command, Jet Propulsion Laboratory, MIT Lincoln Laboratory, NASA/Johnson Space
Center, and Navy Space Command also participated.

The goal of 1 cm at 1000 km is very stressing. The good news is that at higher altitudes, atmospheric
drag effects are less pronounced and the orbits more stable than at low altitudes (<600 km). The bad
news is that research by NASA using the Haystack radar indicates that there is a very large population of
small debris with sizes typically less than 3 cm between 850-1000 km. These objects are most likely liquid
metal Na-K coolant leaked from Russian RORSAT payloads (Ref. 10 and 11). Additionally, there appears
to be a significant population of centimeter sized debris consisting of Aluminum Oxide slag from solid
rocket motor firings (Ref. 12). Models indicate that up to 100,000 debris objects as small as 1cm may
exist in orbits up to 1000 km.
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The large number of objects has severe implications for the current method of cataloging. The report
found that the current SCC is software limited to a catalog of 16,000 RSOs. This number can be extended
to 40,000 with some hardware and memory upgrades. A novel concept was proposed to help alleviate
this problem. The concept was to treat all small debris as UCTs and maintain a temporary catalog of only
those objects which pose an imminent collision risk with the high value targets of interest.

4.2 Optical Systems

The SASC study took a close look at the utility of optical systems as a potential low cost alternative to
radars. However, the report concluded that optical systems could not, by themselves, meet the stated
requirements. Optics are not suitable for low altitude collision avoidance. All ground based optical
systems are limited by weather. But, this limitation is compounded by the fact that for passive optical
systems, the sensor must be in darkness while the debris is sunlit. For low or moderate latitude sites this
only occurs for a short period near dawn or dusk. Although it is conceivable that given enough sites,
optical systems could create a catalog of small debris, such a network would not be able to routinely
provide timely orbit updates for collision avoidance against a low altitude target such as the Space Station.

The study did find that there were contributions to the network where optics could and should play a role.
Optics could be well suited for high altitude orbits. High altitude orbits are lit for longer periods each night
than low altitude orbits giving more opportunities for observation. Also, because the orbits at high altitude
are more stable, they do not have to be revisited as often allowing some accommodation for weather
outages. Similarly, optical sensors might also provide coverage for high eccentricity orbits where the
object spends much of their time at high altitude.

Also, if an optical sensor/site is cheaper than a comparable radar, it might be cost effective to supplement
a radar network with optical sites to handle special orbits such as Molniya orbits whose perigees are in the
southern hemisphere (assuming that the object can only be detected at short slant ranges) or low
inclination orbits (if all of the radars are located at high latitudes).

Other discussed uses of optics include the detection of objects which may be bright optically, but which
exhibit small radar cross sections, space object identification, and high accuracy observations.

4.3. Radar Systems
The principal finding of the study was that radar systems offered the best approach to detecting and

cataloging debris at low altitudes. In particular, the study recommended that an upgraded NAVSPACE
interferometer fence be designed and fielded. The upgrade primarily lay in the radar frequency — either S-
band or C-band. Either of these would be able to detect 1-cm. debris out to 600 Km. altitude and 2-cm.
sized debris at 1000 Km. altitude. However, the C-band, if designed with adequate power, could get down
to 1 — 1.5 cm. size in debris detection. Further, the major advantage of the NAVSPACE fence was its
guarantee of detecting debris in orbits above 33 deg. inclination at least 5 times a day. Thus, the major
requirement of timeliness in cataloging could be satisfied. Additional radars were needed to track and
establish precise orbits on debris that posed a threat to the International Space Station. These could
consist of existing radars like Haystack, HAVE STARE, Millstone, TRADEX, TIRA in Germany and
upgraded C-band radars like the ones at Kaena Point and Ascension.

4.3 Study Recommendations

In spite of the attention given to optical systems in the SASC study, the study concluded “to design an
optical system to accomplish the 1 centimeter cataloging task alone would require hundreds of sensor
sites around the world in order to deal with the limitations of optical sensors such as weather (inability to
see through clouds), viewing time (twilight or night time) and field-of-view (a larger focal plane, which
increases costs). Furthermore, the annual operations and maintenance cost of this optical system would
very likely be large, even with extensive use of autonomous systems. Radar with its larger field-of-view
and near all weather, 24 hour operation is well suited for the detection of orbital objects. We believe that
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development of a complete system to detect, track and catalog space objects down to 1 cm in size should
include both radar and optical surveillance systems.”

The SASC study estimated costs for three systems. First it used the HICLASS system as a cost model for
active optical systems. The study found that to build a comprehensive network would require at least 4 to
7 sites. Due to the extremely small field-of-view, each HICLASS system would require an acquisition
capability such as the radar equivalent to Haystack in sensitivity. The estimated cost for this network was
$1.5B to $2.5B.

Second, SASC study estimated the cost of a passive optical system. The system examined was
comprised of a combination of search systems (one search telescope with a 2 to 3 m mirror and four
chase telescopes of 1 m class) and catalog maintenance systems (1 m class). Global number of sites
was estimated to be a minimum of 7 search sites and a minimum of 25 maintenance sites. It was noted
that this system was not capable of performing the coilision warning due to the “vagaries of both debris
object orbits and weather” without adjunct radar systems. Acquisition costs of the optical sensors were
estimated to be “on the order of $400M,” but the report cautioned that there was large uncertainty in the
number.

Finally, the SASC study used the 1992 Space Station Freedom Study network to estimate the radar
systems costs. The study estimated that, with inflation, current costs of the radar network would be about
$700M.

5.0 Discussion and Recommendations

The obvious first step to improving the Space Surveillance Network is to develop a unified set of well-
defined requirements. The USCINCSPACE has begun this process by requesting and receiving the
NASA requirements for space surveillance support.

Meeting any requirement for collision avoidance against 1-cm objects will require new sensors, which will
take time to fund, design, build, and become operational. Therefore, a phased approach initially using
existing sensors (as recommended by the SDTT) should be used. The phased approach will also allow
operational strategies to be developed and refined as the catalog gets larger and the limiting debris size
gets smaller.

Two radar systems have been identified in each study as being critical to creating and maintaining a 1-cm
catalog. These systems are an upgraded GBR-P back to its original GBR-X capabilities and an upgraded
NAVSPACE fence. GBR-P could simply be upgraded to GBR-X by populating its face with active
transmitter elements. Yet, currently there are not any definitive plans for using either GBR configuration
for space surveillance. Similarly, an upgraded NAVSPACE fence is in the planning stages. The Navy is
currently planning to upgrade the fence to S-band. C-band would be a more appropriate frequency to
detect 1-cm debris, but the Navy has no requirement that would drive them to the higher frequency. Steps
should be taken to ensure that debris requirements are integrated into planning for both systems and that
they are built and become operational for space surveillance in a timely manner.

Funding cuts for space surveiliance in recent years have made it difficult for plans for improving the SSN
to be taken seriously. Even the Phase 1 of the SDTT, which seemed very benign at the time, have run
into problems. Eglin has upgraded to a new computer system, but because of lack of funding and
requirements, the NASA debris fence was not implemented on the new computer system. Likewise the
Cavalier radar faces possible closure because of funding cuts. Part of the problem appears to be that the
Air Force is controlling the funding priorities while other agencies, such as NASA, have a large stake in the
requirements. Therefore, it should be recognized that the SSN is a national asset. The SSN should not
have to compete with other priorities in the Air Force for funding, but should be funded in accordance with
its national importance.
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APPLYING ELECTRO-OPTICAL SPACE SURVEILLANCE TECHNOLOGY TO ASTEROID
SEARCH AND DETECTION: THE LINEAR PROGRAM RESULTS
H.EM. Viggh, G.H. Stokes, F.C. Shelly, M. S. Blythe, and J. S. Stuart
Lincoln Laboratory, Massachusetts Institute of Technology,
244 Wood Street, Lexington, MA 02173

Abstract

Lincoln Laboratory has a long history of developing electro-optical space surveillance technology for
resident space object search, detection, orbit determination, and catalog maintenance of objects in Earth
orbit. Recent advances in large format, highly sensitive CCDs make possible the application of these
technologies to the detection and cataloging of asteroids, including Near Earth Objects (NEOs). When
equipped with the new Lincoln Laboratory focal plane, camera, and signal processing technology, the
modest sized (1-meter class) Air Force GEODSS telescopes have considerable capability to conduct
sensitive, large coverage searches for Earth crossing and main belt asteroids. Field measurements have
indicated that CCD-equipped GEODSS telescopes are capable of achieving a limiting magnitude of 22, over
a 2-square degree field-of-view, with less than 100 seconds of integration. This is comparable to the
sensitivity of considerably larger telescopes equipped with commercial CCD cameras. In addition to its high
sensitivity, the Lincoln CCD employs frame transfer technology that is well suited to high coverage, high
rate asteroid search operations since each frame can be readout while the next frame is integrating.

Technology development for asteroid search operations has been conducted at the Lincoln Laboratory
Experimental Test Site in Socorro, NM over the past two years. Initial results, reported during the Space 96
meeting, indicated that the search system, now known as LINEAR (LIncoln Near Earth Asteroid Research),
had considerable promise. Using the new large format 2560X1960 pixel frame transfer CCD camera
mounted in a GEODSS telescope, forty-nine new asteroids were discovered over a period of several months,
including one NEO (1996MQ). In addition, observations on seventy-nine known objects were collected and
sent to the Minor Planet Center.

Since those initial attempts, LINEAR search operations have been considerably improved and automated.
Data acquisition has been streamlined, detection algorithms have been updated, and the signal processing cf
the resulting data has been closely integrated with the data acquisition process. Field tests started again in
January of 1997, with the objective of quantifying the capability of the system to conduct large area
searches, detect new asteroids, and provide quality metric measurements to the Minor Planet Center. Since
the large 2560x1960 pixel CCD camera was unavailable during this time, an older 1024x1024 pixel CCD
camera was used. The smaller format camera has slightly less sensitivity than the larger camera and fills
only about 1/5" of the field-of-view of the GEODSS telescope (which is filled by the larger chip).
Observations were conducted over the dark of the moon periods during the months of March, April and
May. Each search area was covered three times over a period of three to seven days to generate discovery
observations of each new object that could be linked from day to day. The Minor Planet Center requires that
newly discovered objects be observed over at least two nights before granting the object a designation.

Search productivity was quite high during each of the observing runs, in spite of the fact that a small
format camera was employed. The main search strategy employed was to search near solar opposition and
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near the ecliptic. A wide area search pattern for detecting NEOs was also briefly tested with promising
results. Using the opposition search strategy, the LINEAR system was capable of repeatedly covering an
area extending 15 deg. by 10 deg. over a period of a few days, to a limiting visual magnitude of
approximately 21%. The following table provides statistics on the opposition search results:

MONTH | OBSERVATIONS | KNOWN OBJECTS | NEW OBJECTS NEW
TO MPC OBSERVED DISCOVERED NEO’s
March 2,868 137 324 -
April 6,319 478 677 2
Ma 9,106 448 283 1

More recently, the large format CCD camera became available for use by LINEAR. Initial operations
tests were conducted during the dark of the moon period spanning late October and early November 1997
and resulted in nearly an order of magnitude improvement in asteroid detection rates. Though results are still
preliminary at the time of this writing, 52,542 observations were gathered over 10 nights of observing.
These efforts resulted in the detection of 11 potential NEOs, 9 of which were successfully confirmed and
new designations issued by the Minor Planet Center.

These series of observations validate that the large format 2560x1960 Lincoln CCD technology,
originally developed for the Air Force GEODSS upgrade, is also quite effective when applied to the
problem of discovering asteroids. Future development of this capability is planned to incorporate more
highly automated operations so that they may be run remotely or in a fully unattended operations mode.
These enhancements will increase the already high search productivity of the LINEAR program by
providing considerably higher operations duty cycle.

Introduction

Recently there has been considerable discussion in both the press and in the Air Force regarding the
detection and tracking of comets and asteroids. The interest has been generated by the collision of
Shoemaker-Levy 9 with Jupiter and the realization that there are a large number of asteroids in orbits that
will eventually lead to encounters with the Earth.

Figure la depicts the inner solar system, showing the main asteroid belt between the orbits of Mars and
Jupiter. Asteroids in the main belt tend to have fairly circular orbits that do not threaten the Earth. However,
some asteroids have orbits that cross the Earth's, and are referred to as Near Earth Objects (NEOs). Comets
from the outer solar system can also cross the Earth's orbit.

The SpaceGuard Report! estimated the population of Earth crossing asteroids, or NEOs, to be 2100
objects with diameters larger than 1 km and 320,000 with diameters greater than 100 meters — see Figure 1b.
Asteroids with diameters exceeding 100 meters can cause considerable regional damage in a collision with
the Earth and asteroids with diameters exceeding a kilometer may cause global effects. Only a very small
fraction of the NEO population is currently known. In order to assess the near term threat of such objects,
the remaining population must be detected and cataloged. Therefore, the key enabling element of any “Earth
defense” system is the detection capability that allows the discovery of such potentially threatening objects.
This paper describes the performance of space surveillance technology originally developed for upgrading
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the Air Force's GEODSS system, which, when applied to the problem of detecting and tracking asteroids,
can provide this key capability.

Estimated Number of
Earth-Crossing Asteroids
Larger Than a Given
Diameter (E. Bowell)
» Detection limit
Opposition 101 150 22mVat1 AU
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Figure la, Orbits of asteroids and comets. 1b. Estimated population of Earth crossing
asteroids with diameters above a given size.

Over the past several years, the US Air Force has been developing new devices and technology for the
detection and tracking of Earth orbiting satellites. This technology has been targeted to provide an upgraded
capability for an operational space surveillance system called GEODSS. Currently, a number of GEODSS
systems are deployed around the world as part of the worldwide space surveillance system operated by the
Air Force. Each GEODSS site is currently equipped with 1-meter class telescopes and EBSICON detector
systems based on 1970’s technology. The Air Force is now in the process of upgrading the GEODSS system
to achieve the performance offered by state of the art detector systems. Under Air Force sponsorship,
Lincoln Laboratory has developed a new generation of sensitive, large format, frame transfer CCD focal
planes for GEODSS. These focal planes have been installed in a new generation of cameras and are
currently undergoing testing at the Lincoln Laboratory Experimental Test Site (ETS).

When equipped with the new focal plane and camera technology, the modest sized GEODSS telescopes
have considerable capability to conduct sensitive, large coverage searches for Earth crossing asteroids. Field
measurements have indicated that the CCD equipped GEODSS telescope is capable of achieving a limiting
magnitude of 22, over a 2-square degree field of view, with less than 100 seconds of integration. This is
comparable to the sensitivity of considerably larger telescopes equipped with current cameras. In addition to
the high sensitivity, the CCD is configured for frame transfer operations, which are well suited to high
coverage, high rate asteroid search operations.

Detector Technology

Under Air Force sponsorship, Lincoln Laboratory developed CCD focal planes have been installed in a
new generation of cameras which have undergone testing and validation at Lincoln Laboratory’s ETS on
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White Sands Missile range. The Lincoln focal plane and camera system provides considerably improved
sensitivity, which reduces integration times and allows tracking of fainter objects, fast frame transfer readout
which allows the integration of the next image to be started while the previous image is readout, and
stringent blemish specifications, which minimize the loss of detections attributed to focal plane defects. The
latest generation focal plane contains an array of 2560X1960 pixels and has an intrinsic readout noise of
only a few electrons per pixel. In addition, these CCDs are constructed using a back illumination process,
which provides peak quantum efficiency exceeding 90%, and solar weighted quantum efficiency of 65%.
The CCD and the ETS field site are shown in Figure 2.

Experimental Test Site
(ETS), Socorro, NM

Lincoln Developed
CCD Technology

~ Frame transfer

~ Low readout
noise

— Back illuminated
— 1960 x 2560
- 1024 x 1024

GTS-2 (GEODSS) Telescope

Figure 2. Lincoln Laboratory operated Experimental Test Site near Socorro, NM. & close-up view of 5 megapixel CCD chip.

The focal plane is equipped with 8 parallel readout ports to allow the 5-million pixel values to be read
out in about 0.4 seconds. In contrast to most large format CCDs now on the market, which read directly out
of the image array, the Lincoln CCD is equipped with frame store buffers. After an integration is finished,
the resulting image is quickly transferred to the frame store buffers, freeing the active imaging area to
conduct the next integration while the image is read from the frame store buffers. This feature also
eliminates the need for a mechanical shutter to define the exposure, since the image transfer time from the
imaging area into the frame buffer is only several milliseconds.

The CCDs described above have been constructed specifically to allow large portions of the sky to be
searched for faint, moving targets. As such, they have the best combination of large format and detection
performance of any CCDs that exist today. The detailed specifications for the CCD imager and the camera
system are provided in’.

Initia] Field Tests

Initial field tests of the CCD and camera system were conducted over a period of several months, starting
in August of 1995. These initial efforts were directed toward determining the capability of the system to
meet its design specifications and the capability of the system to detect asteroids. Reference 2 contains the
results of the initial characterization, which demonstrated that the CCD and camera are capable of meeting
their specified performance requirements.

48



During these initial tests, conducted at the ETS in August 1995 and July 1996, a total of 75 hours of
observing time were dedicated to searching for asteroids. That effort yielded a total of 177 observations of
asteroids that were sent to the Minor Planet Center (MPC) in Cambridge MA. In the course of these
observations, 49 new objects were discovered that received new designations from the MPC, including a
confirmed Near Earth Object (NEO), which was given the designation 1996 MQ. In addition, observations
of 79 known objects were also collected and used by the MPC to maintain their catalog. These results were
reported in’.

The LINEAR Program

The initial results were modest in terms of the amount of sky covered and the numbers of asteroids
discovered, however, they were made with a preliminary camera and data system that provided only a small
fraction of the possible discovery rate of an operational system using the same CCD technology. To
demonstrate this, a new system was designed to achieve a much higher rate of search, processing, and
discovery through the appropriate integration of existing real time hard disk storage, more tightly coupled
signal processing, and automation of data management tasks. Thus, a small asteroid search effort, known as
LINEAR (LIncoln Near Earth Asteroid Research), was started in early CY97.

* Based on space sur-
veiliance technology

o Frame transfer CCD

* High throughput
Datacube image
processing system

® Detection algorithm
¢ Automated contro!

Background Binary Clustering &
Regi ion 1 S i > b A o B Y
input LN Quantization Matched
N
Data ormalization Filtering

Detection Algorithm

Figure 3. Block diagram of ETS system used to acquire asteroid data and detection algorithm.

Figure 3 provides a block diagram of the LINEAR system as operated at the ETS today. The detection
algorithm employed has five major steps. The input data consists of three to five CCD images of the same
location of the sky collected with an interval of 30 or more minutes between them. Image registration is
performed to correct any pointing errors between the images by shifting the second through last frames as
necessary to line up their stellar backgrounds with that of the first image.

Next, the registered images are normalized to remove background noise in the clutter suppression
normalization block. Estimates of background mean and standard deviation are computed at each pixel,
averaging over all the frames. The data are normalized on a pixel-by-pixel basis using the local background
mean and standard deviation. The normalized data are then binary quantized with a simple threshold. A
threshold value of 99.9% is currently used.
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The binary quantized data are clustered on a frame-by-frame basis to group adjacent pixels into objects.
The centroids and extents of the clusters are computed. Each cluster in the first frame is paired with each
cluster in the last frame that falls within a specified radius, selected as an upper limit on asteroid rates of
motion. These pairs form the list of candidate detections, or streaks. Each candidate streak 1s assigned a
velocity by dividing the displacement from the beginning to the end of the streak by the time interval that it
spans. For each candidate streak, intermediate frames are searched for clusters with the appropriate
displacement to match the streak's velocity. These matching clusters are added to the candidate streak. Once
all of the candidate streaks have been filled out, those streaks that have too few clusters are rejected. The
streaks remaining are considered detections. Plate solutions are generated using a star matching algorithm
and a star catalog, and then the precise locations of each detection in each frame is calculated. All detections
are manually reviewed to identify and eliminate any false positives that have leaked through the system.

An example of the detection of an asteroid is shown in Figure 4. The data displayed is derived from five
image frames made of the relatively bright asteroid 156 Xanthipe. Each frame was acquired by integrating
for 0.5 seconds and the frames are each separated by 50 minutes. The top panel of the figure shows the full
frame data. Below the full frame, the two panels on the left contain subsets of two of the full frames. It is
obvious that there is an object that has moved during the four hours that have passed between the two
pictures. The individual frames have been processed together using the automated moving object detection
system discussed above to yield the output display, shown in the lower right corner of the figure. The end
points of the moving object’s streak are circled.

Detection Example

.

Frame 1 Frame 5 Result of
Segment Segment Detection
03:50 utc 08:01 utc Algorithm

Figure 4. Detections of moving objects resulting from processing a series of image frames. The top frame shows the entire
field of view of the CCD. The two subframes on the lower left show subsets of the data containing an asteroid and the subframe to
the lower right displays the processed result - an asteroid detection.

50



Search Strategies

The LINEAR program has explored a number of search strategies intended to maximize the discovery of
near Earth objects. The traditional search strategy is called an opposition search. Opposition searches are
conducted in areas of the sky that are near solar opposition and near the ecliptic (shown in Figure 1a). The
advantage of an opposition search is that the targets are in full solar illumination. In addition, a large fraction
of the near Earth object population spends most of its time at large distances from the Earth, near the
ecliptic.

The LINEAR system was tested with opposition searches March through July 1997. Because of limited
equipment availability, a smaller 1024X1024 CCD was used (the smaller chip is 1/5™ the area of the full-
scale GEODSS chip). In spite of the fact that a small format camera was employed during the search
operations, the productivity was quite high during each of the observing runs. The table in the abstract of
this paper provides statistics on the search results with 1284 new asteroids being discovered in the three-
month trial operations interval. The sky coverage achieved by LINEAR during those three months can be
seen in Figure 5. During this series of search observations, the LINEAR system searched 1,211 square
degrees of sky. Note that while large areas were covered, their remains a considerable portion of the sky not
searched during the interval of our operations.

..............

____________

Ttelzieszii--"

Figure 5. Equatorial plot of the sky covered by LINEAR in the three-month period of opposition search operations March-
April 1997.

One of the problems with opposition searches is that NEOs are a relatively small fraction of the total
asteroids detected. Most of the objects detected are in the main asteroid belt. Another possible technique for
NEO searches is to search space nearby the Earth, hoping to find objects when they are closer to the Earth.
This type of search will yield more small objects that can not be detected at opposition distances, however,
nearby objects will not necessarily be concentrated in the direction of the ecliptic. This is because objects
only slightly out of the ecliptic may be seen at essentially any Right Ascension (RA) and Declination (DEC)
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as they past nearby the Earth as shown in Figure 6. This technique will also detect highly inclined objects
that spend very little time near the ecliptic and would therefore be missed by an opposition search near the
ecliptic.

Figure 6. NEOs nearby the Earth may be observed at any RA and DEC.

Searching the entire sky visible to a given site in a single night and processing the data is a very stressing
task, so stressing that it is beyond the capability of existing asteroid search programs. Therefore, the
LINEAR program developed a method of searching large areas of the sky quickly by constructing a fence
pattern along lines of fixed RA or DEC. For this pattern to be effective, it must be repeated many times a
month to minimize leakage. Moving asteroids will eventually pass through one of the imaged lines, and by
repeating the pattern often, e all NEOs below some velocity threshold will be detected. Even with the small
percentage of the whole sky imaged by the fence, a large amount of data must still be collected and
processed. Still, a large area of the sky must still be searched, so only three frames per field are acquired
(versus five in the opposition search) and only fast-moving objects are fully processed and reported.

Initial results from this type of search are promising. During a period of seven nights of searching, one
NEO and one classified by the MPC as an Unusual Object (UO) were discovered. The UO was originally
though to be an NEO, but later confirmed to not come quite close enough to Earth's orbit. Still, it could
threaten the Earth in the future if perturbed. Figure 7 indicates the fence search pattern used during these
trial operations in June and July 1997. The lines shown in Figure 7 were repeatedly searched in such a way
that the fence was leak-proof for object up to a certain angular speed.
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Figure 7. Equatorial plot of the sky covered by LINEAR during the period of trial operations of the leak-proof fence in June
and July 1997.

LINEAR Program Results

The size distribution of asteroids detected by LINEAR is shown in Figure 8. The X-axis is the estimated
diameter of the objects detected and the Y-axis is the number of asteroids in each size range. Diameters are
estimated based on absolute magnitude assuming an average surface reflectance. Both the knmown
population detected by the LINEAR search and the new discoveries are plotted. The distributions are based
on those objects with MPC published element sets, while the totals include objects without published
element sets. Note that the new objects discovered by LINEAR are generally dimmer than the known
objects seen. By advancing the state of the art for detection sensitivity, LINEAR is sampling the steeply
increasing population curve shown in Figure la. The peak of the population discovered by LINEAR is
approximately two visual magnitudes dimmer than the peak for the known population.

Of course, the most interesting objects found by asteroid searches are the NEOs. Included in those
discovered by LINEAR is a particularly interesting object (J97GO3L) with an orbit that has the potential to
come very near the Earth as shown in Figure 9. J97GO3L is currently listed by the MPC as one of the most
potentially dangerous NEO known. This object is one of 14 NEOs discovered by LINEAR through
November of 1997. The orbits of all of the near Earth objects discovered by LINEAR — including those
discovered most recently using the large format CCD, are shown in Figure 10.
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Figure 8. — Histogram of all asteroids detected by LINEAR, including new discoveries and known objects.
® NEO Asteroid 1997 GL,
® Discovered 7 April 1997
® 21st visual magnitude at 1 AU
® Size: 170-370 m diameter

® Period: 3.43 years 1997 GL,

Discovery

o Close approach on 3 April 1997 of 0.03

® AU (5 x 105km) /
® Near top of MPC's list of “The Larger /
Potentially Dangerous Minor Planets” Jupiter

o Closest potential approach: 0.002 AU

e e Orbit of 1997 GL3

' . Composite of 5 Raw Detection System Output
Figure 9. - Object J97GO3L Discovered by the LINEAR Effort is listed on the Minor Planet Center's List of "The Larger
Potentially Dangerous Minor Planets". Frames showing the detection of J97G0O3L are shown in the lower portions of the figure.
A composite of the five raw data frames is on the lower left and the output of the signal processing system is shown on the lower
right. The orbit of J97GO3L is shown in comparison with the Earth’s on the upper right with related information provided in the
upper left. The object is on the ‘The Larger Potentially Dangerous Minor Planets’ list maintained by the MPC due to the very
close potential approach to the Earth and the size.
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Figure 10. - The orbits of all of the NEOs discovered by LINEAR shown with respect to the inner solar system.

Figure 11 contains a histogram of the number of asteroids seen by LINEAR, both known and new
discoveries, as a function of semi-major axis. As shown by this diagram, the majority of asteroids are in the
main asteroid belt between Mars and Jupiter between 2 and 4 AU. Approximately only one out of 300
asteroids detected in an opposition search turn out to be near Earth objects.
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Figure 11. — Histogram of asteroids detected by LINEAR as a function of semi-major axis.
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Figure 12 shows the eccentricity vs. semi major axis for the population seen by LINEAR. Again, both
new and known objects are diagrammed. As can be seen from Figure 12, near Earth objects tend to have
higher eccentricity than main belt objects. This causes their orbits to cross the Earth's orbit, as depicted in
Figure 1a, yet their semi-major axis still brings them out to the main belt. This indicates that these types of

NEOs may have been main belt asteroids that were perturbed into an Earth crossing orbit. Opposition
searches tend to find this type of NEO.
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Figure 12. - Scatter plot of eccentricity verses semi-major axis for asteroid population detected by LINEAR.

Figure 13 diagrams the inclination of the population observed by LINEAR vs. their eccentricity. Note
that the Unusual Object and one NEO are both highly inclined to the plane of the solar system. Both of these
objects were detected by the wide area search technique, while the three low inclination NEOs were detected
using opposition search. This indicates that both opposition and wide area search techniques should be used
to find both low and high inclination NEOs. Note also that the Unusual Object, probably a dead comet, has
an extremely high eccentricity and inclination. This UO, 1997MD10, was discovered June 29, 1997 and has
a semi-major axis of 27 astronomical units, which indicates the its orbit extends out to between Neptune and
Pluto. In addition, it has an extremely high eccentricity orbit (0.94). The absolute magnitude observed for
this object indicates it is fairly large, placing its diameter in the range of 2 to 4 kilometers. Figure 14 depicts
the orbit of this Unusual Object in relation to the planets and the NEOs discovered by the LINEAR program.
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Figure 13. - Scatter plot of eccentricity verses inclination for asteroid population detected by LINEAR. NEOs and the unusual
object clearly stand out of the general population.
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Jupiter

Figure 14. - The orbits of all of the NEOs discovered by LINEAR shown with respect to the entire solar system. Object 1997
MDI0 has an extremely eccentric orbit that extends to between Neptune and Pluto.

Most Recent LINEAR Statistics

LINEAR began opposition search trials with the large format 1960x2560 pixel CCD on October 22,
1997. In the initial 10 nights of operations LINEAR generated 52,542 observations and detected 11 NEOs
candidates — of which 9 were confirmed and received new designations from the MPC. Two of the NEO
candidates, including one moving 17 degrees per day, were lost in subsequent follow-up attempts. The
previous LINEAR monthly average of observations sent to the Minor Planet Center during the April-May
1997 opposition searching was 6,098 observations per month. Thus, the use of the large format CCD
increased the observation rate generated by LINEAR by almost an order of magnitude. Table 1 contains the
numerical data for our opposition search observations over the past year including both small format and
large format CCD operation.

TABLE 1
Recent LINEAR Observation Statistics

3/97 - 5/97 1024x1024 18,293 6,098 1,284 3 confirmed
10/22/97-11/7/97 | 1960x2560 52,542 52,542 Pending 9 confirmed
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Future Plans

The LINEAR team intends to continue operating with the large format CCD and camera as available.
The large format camera allows larger areas of the sky to be searched and provides more detections per
processed field. We will continue to experiment with different search strategies including continuing the
development of the wide-area search fence technique. Such search approaches should be highly productive
for detecting NEOs, as opposed to objects in the main asteroid belt. In addition, we intend to experiment
with deep and slow searches intended to detect more distant objects such as long period comets. Comets are
of interest because they arrive in the inner solar system with the least warning time, and with very high
velocity and kinetic energy. Finally, we believe that the LINEAR system can be modified to allow for
detection across multiple nights of observations, with the intent of finding very slowly moving objects such
as distant comets or other trans-neptunian objects.

Summary

In conclusion, the LINEAR program has been quite successful in demonstrating the capability of state-of-
the-art Air Force space surveillance technology when applied to searching for NEOs. The search
productivity of LINEAR has been quite high. The 1024x1024 CCD results compare favorably with other
ongoing search programs. Using this small format CCD, 18,293 observations were sent to the Minor Planet
Center over three months, resulting in 1,284 new MPC designations, including four near Earth objects.
Initial experience with using the large format 1960x2560 pixel CCD in wide area searches promises
substantial improvements over all search programs. In late 1997, 10 days of operations with the large
format CCD camera system generated 52,542 observations, with 9 confirmed NEOs, bringing LINEAR's
total to 13 NEO discoveries.
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Contributing Sensor Operations of the Space-Based Visible (SBV)

G. Stokes and R. Sridharan, MIT Lincoln Laboratory

Introduction and Objectives

For the past two years, the Space-Based Visible (SBV) sensor, onboard the BMDO Mid-Course
Space Experiment (MSX) spacecraft has been operating as a technology demonstration of space-
based space surveillance. During this time, the Space Surveillance Principle Investigator (SPI)
has been charged with gathering sufficient data with the SBV to validate the concept of space
space-based surveillance and to allow independent confirmation of the accuracy of the data. This
successful technology demonstration effort has shown that the SBV sensor could provide
significant operational capability to Space Command. In fiscal 1998, the transition of the
SBV/MSX to contributing sensor status was initiated. This transition is being accomplished as an
Advance Concept Technology Demonstration (ACTD) program.

This paper will provide an introduction to the Space-Based Visible sensor, its operations and, the
results achieved during the technology demonstration. In addition, the transition to operations as
a contributing sensor and the current status of the effort will be described.

The Space-Based Visible program has a number of program objectives:

1) SBV is a technology demonstration program where three primary new technologies are
incorporated. These technologies include:
a) High off axis rejection optics, to allow observations of faint targets near the sunlit Earth
limb;
b) Advanced staring focal plane arrays to allow sensitive search of large areas of the sky;
¢) On-board signal processing capability to reduce the large volume of focal plane data to a
manageable set of target data.

2) SBV is a demonstration of space-based surveillance. This objective includes:

a) Technology demonstrations of space surveillance, such as demonstrating that faint targets
could be detected and that high metric accuracy data could be obtained.

b) Functional demonstrations, including responding to standard Space Command tasking
and demonstration of search operations.

¢) Acquisition of raw full frame background and phenomenology data for advanced signal
processor development.

d) Operational experience and lessons learned, which are to be transitioned to space-based
space surveillance sensors.

3) SBV is resident on the BMDO MSX satellite and has been involved in number of ballistic
missile defense tests. Thus, SBV has gathere<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>